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#### Abstract

It is shown that Thomae's identity between two ${ }_{3} F_{2}$ hypergeometric series of unit argument together with the trivial invariance under separate permutations of numerator and denominator parameters implies that the symmetric group $S_{5}$ is an invariance group of this series. A similar result is proved for the terminating Saalschützian ${ }_{4} F_{3}$ series, where $S_{6}$ is shown to be the invariance group of this series (or $S_{5}$ if one parameter is eliminated by using the Saalschütz condition). Here Bailey's identity is realized as a permutation of appropriately defined parameters. Finally, the set of three-term relations between ${ }_{3} F_{2}$ series of unit argument discovered by Thomae [J. Thomae, J. Reine Angew. Math. 87, 26 (1879)] and systematized by Whipple [F. J. Whipple, Proc. London Math. Soc. 23, 104 (1925)] is shown to be transformed into itself under the action of the group $S_{6} \times \Lambda$, where $\Lambda$ is a two-element group. The 12 left cosets of $S_{6} \times \Lambda$ with respect to the invariance group $S_{5}$ are the structural elements underlying the three-term relations. The symbol manipulator MACSYMA was used to obtain preliminary results.


## I. INTRODUCTION

The generalized hypergeometric function-a natural extension of Gauss's function [see Slater ${ }^{1}$ (Chap. 2)]-has proved to be of interest, not only as a mathematical object, but also as a tool in physical applications. For example, the functions ${ }_{3} F_{2}$ and ${ }_{4} F_{3}$ with unit argument occur, respectively, in the definitions ${ }^{2}$ (p.429) of the Wigner coefficients and the Racah coefficients for $\operatorname{SU}(2)$. These functions have a high degree of symmetry in their parameters; this property was investigated systematically by Thomae in $1879,{ }^{3}$ who derived a two-term relation for ${ }_{3} F_{2}$. This relation was rediscovered by Ramanujan ${ }^{4}$ (p. 104), sometime before 1919. Thomae's work was reformulated by Whipple. ${ }^{5}$ In addition to numerous papers on generalized hypergeometric series, Bailey ${ }^{6}$ wrote an influential monograph in which he gave a two-term relation for the finite form of ${ }_{4} F_{3}$, which still bears his name. Here the fourth numerator parameter is a negative integer, so that the infinite series becomes a rational function. (For this identity and the Saalschütz condition which must hold, see Sec. II.) Variations of Bailey's identity occur in the definition of the Wigner-Clebsch-Gordan coefficients of $\mathrm{SU}(3)$. ${ }^{7}$

For ${ }_{3} F_{2}$ at least, there also exist three-term relations, known since the time of Thomae. These and the two-term relations mentioned above are (partially) given in tabular form in Slater's book. ${ }^{1}$ Slater, however, does not discuss the invariance properties that underlie these relations, nor is the total number of possible relations established.

In the present paper we show that Thomae's two-term relation for ${ }_{3} F_{2}$ and the invariance of the series to separate permutations of the numerator and denominator parameters may be subsumed under a single invariance group. Thus, we show that under a rescaling of the function [(2.6a) below] and a linear transformation of parameters [ (3.4) below], the new function is invariant under all permutations of the new parameters, so that the symmetric group $S_{5}$ is the invar-
iance group. A similar result is proved for the terminating Saalschützian ${ }_{4} F_{3}$ series, where it is Bailey's two-term identity [(2.3) below] that leads to the symmetric group $S_{6}$ as the invariance group, or $S_{5}$ if one variable is eliminated by the Saalschütz condition [(3.11b) below]. For these two-term cases it is immediate that the number of distinct relations is 5 ! in each case.

The $S_{6}$ symmetry property obtained here for the ${ }_{4} F_{3}$ series generalizes a result of Wilson. ${ }^{8} \mathrm{He}$ found that Bailey's identity implies an $S_{4}$ symmetry in the four parameters of a certain class of orthogonal polynomials that are functions of a variable $t^{2}$, these polynomials being defined in terms of the terminating Saalschützian ${ }_{4} F_{3}$ series of unit argument. This $S_{4}$ symmetry was also found by Biedenharn and Lohe ${ }^{9}$ in their generalization of Bailey's identity.

The set of three-term relations for ${ }_{3} F_{2}$ turns out to be transformed into itself under the group $S_{6} \times \Lambda$, where $\Lambda$ is a two-element group. The 12 cosets of this group with respect to the invariance group $S_{5}$ are the key structural elements leading to the determination of all three-term relations. The number of distinct relations is $\left({ }_{3}^{12}\right)=220$; to get this result requires some work.

The symbolic manipulation computer program MACSYMA played a substantial role in obtaining and verifying many preliminary results, which led to direct proofs of many of the theorems.

## II. THE BASIC EQUATIONS

## A. Notational conventions

In general, ${ }_{3} F_{2}$ and ${ }_{4} F_{3}$ are, apart from parameters, functions of a single variable $z$. In fact, they are power series. In this paper, we shall always take $z=1$. Here ${ }_{3} F_{2}(z)$ does not converge at $z=1$ unless the numerator parameters $a, b, c$ and the denominator parameters $d, e$ satisfy

$$
\operatorname{Re}(d+e-a-b-c)>0
$$

For ${ }_{4} F_{3}(z=1)$ we consider only the "terminating" case where the numerator parameters are $a, b, c,-n$, with $n$ a non-negative integer. We also require that the Saalschütz condition be fulfilled (see Sec. II B below). In our notation for the generalized hypergeometric series of unit argument, we display only the numerator and denominator parameters [cf. (2.1a) below], which are then the variables for this analysis.

In the sequel we write the ${ }_{3} F_{2}$ parameters as a five-tuple $\mathbf{a}=(a, b, c, d, e)$. This five-tuple is treated as a column vector when operated on by an appropriate matrix, i.e., a linear transformation. Similarly for ${ }_{4} F_{3}$, but here the integer parameter $n$ is fixed, and is omitted from the corresponding sixtuple $\mathbf{a}=\left(a, b, c, d, e_{f}\right)$.

We shall use the following notation for permutation matrices. Let $e_{j}$ denote the $n \times 1$ column vector with 1 in the $j$ th row and 0 elsewhere. Let $i_{1}, i_{2}, \ldots, i_{n}$ be a permutation of $1,2, \ldots, n$. Then we define the symbol $\left[i_{1}, i_{2}, \ldots, i_{n}\right]$ to be the $n \times n$ matrix [ $e_{i_{1}}, e_{i_{2}}, \ldots, e_{i_{n}}$ ]. The group of $n \times n$ permutation matrices will be denoted by $P_{n}$. For the subgroup consisting of the disjoint permutations $i_{1}, i_{2}, \ldots, i_{m}$ and $i_{m+1}, i_{m+2}, \ldots, i_{n}$ we write $P_{m, n-m}$. For example, a representative member of $P_{3,2}$ is

$$
\left(\begin{array}{lllll}
1 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 1 & 0
\end{array}\right)
$$

Finally, the symmetric group on $n$ distinct objects will always be denoted by $S_{n}$.

## B. Classical results

As remarked above, the first two-term relation for ${ }_{3} F_{2}$ was given by Thomae ${ }^{3}$ and rediscovered some years later by Ramanujan ${ }^{4}$ (p. 104). In Bailey's notation it reads
${ }_{3} F_{2}\left(\begin{array}{lll}a & b & c \\ d & e & \end{array}\right)=\frac{\Gamma\left(a^{\prime}\right) \Gamma(d) \Gamma(e)}{\Gamma(a) \Gamma\left(d^{\prime}\right) \Gamma\left(e^{\prime}\right)}{ }_{3} F_{2}\left(\begin{array}{lll}a^{\prime} & b^{\prime} & c^{\prime} \\ d^{\prime} & e^{\prime} & \end{array}\right)$,
where the variables

$$
\begin{align*}
& \mathbf{a}=(a, b, c, d, e)  \tag{2.1b}\\
& \mathbf{a}^{\prime}=\left(a^{\prime}, b^{\prime}, c^{\prime}, d^{\prime}, e^{\prime}\right) \tag{2.1c}
\end{align*}
$$

are related by the linear transformation

$$
\begin{equation*}
\mathbf{a}^{\prime}=t \mathbf{a} \tag{2.2a}
\end{equation*}
$$

with

$$
t=\left(\begin{array}{ccccc}
-1 & -1 & -1 & 1 & 1  \tag{2.2b}\\
-1 & 0 & 0 & 0 & 1 \\
-1 & 0 & 0 & 1 & 0 \\
-1 & -1 & 0 & 1 & 1 \\
-1 & 0 & -1 & 1 & 1
\end{array}\right)
$$

The second two-term relation is due to Bailey ${ }^{6}$ (p. 56). In stating it, we use the notation

$$
(a)_{n}=\Gamma(n+a) / \Gamma(a)
$$

The relation is then
${ }_{4} F_{3}\left(\begin{array}{llll}a & b & c & -n \\ d & e & f & \end{array}\right)$

$$
=\frac{\left(d^{\prime}\right)_{n}\left(e^{\prime}\right)_{n}\left(f^{\prime}\right)_{n}}{(d)_{n}(e)_{n}(f)_{n}}{ }_{4} F_{3}\left(\begin{array}{llll}
a^{\prime} & b^{\prime} & c^{\prime} & -n  \tag{2.3}\\
d^{\prime} & e^{\prime} & f^{\prime} &
\end{array}\right)
$$

where the variables $a$ and $a^{\prime}$, defined analogously to (2.1b) and (2.1c), are related by the linear transformation

$$
\begin{equation*}
\mathbf{a}^{\prime}=b \mathbf{a} \tag{2.4a}
\end{equation*}
$$

with

$$
b=\left(\begin{array}{cccccc}
-1 & 0 & 0 & 0 & 0 & 1  \tag{2.4b}\\
0 & -1 & 0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0 & 0 & 0 \\
-1 & -1 & 0 & 0 & 1 & 1 \\
-1 & -1 & 0 & 1 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 1
\end{array}\right)
$$

Relation (2.3) is valid only when $n$ is a non-negative integer and the Saalschütz condition is fulfilled:

$$
\begin{equation*}
a+b+c-d-e-f-n+1=0 \tag{2.5}
\end{equation*}
$$

In order to give the three-term relation for ${ }_{3} F_{2}$ [Bailey ${ }^{6}$ (p.15)] in convenient form, we first define a rescaling of ${ }_{3} F_{2}$ as follows:

$$
\begin{align*}
{ }_{3} \hat{F}_{2}(\mathrm{a})= & { }_{3} F_{2}\left(\begin{array}{lll}
a & b & c \\
d & e
\end{array}\right) \\
& \times[\Gamma(d) \Gamma(e) \Gamma(d+e-a-b-c)]^{-1} \tag{2.6a}
\end{align*}
$$

with $\mathbf{a}=(a, b, c, d, e)$. Next, we introduce new parameter column vectors $\mathbf{a}^{\prime}$ and $\mathbf{a}^{\prime \prime}$. To define these in terms of $a^{\prime}$ by linear transformations, we effectively extend the column vectors to six elements by adjoining the element 1 to each and writing

$$
\begin{equation*}
\binom{\mathbf{a}^{\prime}}{1}=m_{1}\binom{\mathbf{a}}{1}, \quad\binom{\mathbf{a}^{\prime \prime}}{1}=m_{2}\binom{\mathbf{a}}{1}, \tag{2.6b}
\end{equation*}
$$

where $m_{1}, m_{2}$ are the matrices

$$
\begin{align*}
& m_{1}=\left(\begin{array}{cccccc}
1 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & -1 & 1 \\
1 & 0 & 0 & -1 & 0 & 1 \\
1 & 0 & -1 & 0 & 0 & 1 \\
1 & -1 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 1
\end{array}\right), \\
& m_{2}=\left(\begin{array}{cccccc}
0 & 0 & 1 & -1 & 0 & 1 \\
0 & 0 & 1 & 0 & -1 & 1 \\
0 & 0 & 1 & 0 & 0 & 0 \\
-1 & 0 & 1 & 0 & 0 & 1 \\
0 & -1 & 1 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 1
\end{array}\right) . \tag{2.6c}
\end{align*}
$$

The three-term relation then takes the form

$$
\begin{equation*}
{ }_{3} \widehat{F}_{2}(\mathrm{a})=\alpha^{\prime}(\mathrm{a})_{3} \widehat{F}_{2}\left(\mathrm{a}^{\prime}\right)+\alpha^{\prime \prime}(\mathrm{a})_{3} \widehat{F}_{2}\left(\mathrm{a}^{\prime \prime}\right) \tag{2.7}
\end{equation*}
$$

The coefficients $\alpha^{\prime}, \alpha^{\prime \prime}$ in this expression are given by

$$
\begin{align*}
& \alpha^{\prime}(\mathbf{a})=\frac{\pi \Gamma(1-b)}{\Gamma(d-a) \Gamma(e-a) \Gamma(c) \sin \pi(c-a)}  \tag{2.8a}\\
& \alpha^{\prime \prime}(\mathbf{a})=\frac{-\pi \Gamma(1-b)}{\Gamma(d-c) \Gamma(e-c) \Gamma(a) \sin \pi(c-a)} \tag{2.8b}
\end{align*}
$$

We note that the device used to write (2.6b) -familiar to geometers working with homogeneous coordinates-allows translations of parameters to be written as linear transformations. We shall return to this point in Sec. IV. Finally, we mention the trivial symmetries of ${ }_{3} F_{2}$ and ${ }_{4} F_{3}$ under appropriate permutations of the parameters. Reverting to the original definitions of a and $a^{\prime}$ for these two cases, namely, $\mathbf{a}=(a, b, c, d, e)$ and $\mathbf{a}=\left(a, b, c, d, e_{2}\right)$, respectively, with the $a^{\prime}$ similarly defined in terms of the primed parameters, we have

$$
\begin{align*}
& { }_{3} F_{2}(\mathbf{a})={ }_{3} F_{2}\left(\mathbf{a}^{\prime}\right),  \tag{2.9a}\\
& { }_{4} F_{3}(\mathbf{a})={ }_{4} F_{3}\left(\mathbf{a}^{\prime}\right) . \tag{2.9b}
\end{align*}
$$

Here $\mathbf{a}^{\prime}=p \mathbf{a}$ in both cases, with $p$ a permutation matrix. In the first case, $p$ belongs to the (permutation) representation $P_{3,2}$ of $S_{3} \times S_{2}$; in the second case, $p$ belongs to the representation $P_{3,3}$ of $S_{3} \times S_{3}$.

## III. GROUP STRUCTURE OF THE TWO-TERM IDENTITIES

The structure of the two relations (2.1a) and (2.3) becomes trivial when expressed in terms of the proper variables. To find these variables, the first step is to write down two matrices $A_{1}$ and $A_{2}$ which commute with all elements of $P_{3,2}$ and $P_{3,3}$ respectively, while also satisfying some other restrictions. The matrices $A_{1}$ and $A_{2}$ are far from unique; we shall write down a suitable pair $a d$ hoc, leaving their derivation to the remarks at the end of the section.

Let

$$
A_{1}=\left(\begin{array}{lllll}
1 & 0 & 0 & 1 & 1  \tag{3.1}\\
0 & 1 & 0 & 1 & 1 \\
0 & 0 & 1 & 1 & 1 \\
1 & 1 & 1 & 2 & 1 \\
1 & 1 & 1 & 1 & 2
\end{array}\right)
$$

Then

$$
\begin{align*}
& A_{1}^{-1} p A_{1}=p, \quad p \in P_{3,2},  \tag{3.2a}\\
& A_{1}^{-1} t A_{1}=[1,5,4,3,2] . \tag{3.2b}
\end{align*}
$$

Here $t$ is defined by (2.2b). For the permutation matrix notation on the right, see Sec. II A. Equation (3.2a) is obvious in the form $p A_{1}=A_{1} p$ because each row permutation $p$ and column permutation $p$ has the same action on $A_{1} ;(3.2 \mathrm{~b})$ is also immediate on verifying the equality $t A_{1}$ $=A_{1}[1,5,4,3,2]$.

The group theoretical result we need to interpret (2.1a) is the following.

Theorem 3.1: The matrices in $P_{3,2}$ together with [1,5,4,3,2] generate $P_{5}$.

Proof: Since $[3,1,2,5,4]$ and $[1,2,3,5,4]$ belong to $P_{3,2}$ the matrix $[3,1,2,5,4][1,5,4,3,2][1,2,3,5,4]=[3,4,5,1,2]$ is in the set of matrices generated by $P_{3,2}$ and $[1,5,4,3,2]$. Now [3,4,5,1,2] written in cycle notation is just (13524). Similarly, $[3,2,1,4,5]$, which belongs to $P_{3,2}$, is just the twocycle (13). As is well known, (13) and (13524) generate $P_{5}$ [see, for example, James and Kerber ${ }^{10}$ (p. 5)]. Hence, the group generated by $P_{3,2}$ and $[1,5,4,3,2]$ contains $P_{5}$. But since all products of $5 \times 5$ permutation matrices are them-
selves $5 \times 5$ permutation matrices, we must obtain exactly $P_{5}$.

To interpret relation (2.1a) in terms of $P_{5}$ we define a new function ${ }_{3} E_{2}$ by

$$
\begin{equation*}
{ }_{3} E_{2}(\mathbf{x})={ }_{3} \widehat{F}_{2}\left(A_{1} \mathbf{x}\right), \tag{3.3a}
\end{equation*}
$$

with

$$
\begin{equation*}
\mathrm{x}=(x, y, z, u, v) . \tag{3.3b}
\end{equation*}
$$

Thus the function ${ }_{3} E_{2}$ is given in terms of ${ }_{3} \hat{F}_{2}$ [see (2.6a)] by the change of variables

$$
\begin{equation*}
\mathbf{a}=A_{1} \mathbf{x} \tag{3.4}
\end{equation*}
$$

Now relation (2.1a) takes the form

$$
\begin{equation*}
{ }_{3} E_{2}(x, y, z, u, v)={ }_{3} E_{2}(x, v, u, z, y) \tag{3.5a}
\end{equation*}
$$

in consequence of (3.3a) and (3.3b). Moreover, the invariance of the original ${ }_{3} F_{2}$ to separate permutations of the numerator and denominator parameters, and the invariance of the denominator in the definition of ${ }_{3} \widehat{F}_{2}$, is expressed as

$$
\begin{equation*}
{ }_{3} E_{2}(p \mathbf{x})={ }_{3} E_{2}(\mathbf{x}), \quad p \in P_{3,2} . \tag{3.5b}
\end{equation*}
$$

Theorem 3.1 and the invariance properties of ${ }_{3} E_{2}$ given by (3.5a) and (3.5b) imply the following.

Theorem 3.2: The group $P_{5}$ is an invariance group of the function ${ }_{3} E_{2}$, i.e.,

$$
\begin{equation*}
{ }_{3} E_{2}(p \mathbf{x})={ }_{3} E_{2}(\mathbf{x}), \quad p \in P_{5} . \tag{3.6}
\end{equation*}
$$

This result incorporates relation (2.1a) and the invariance of the original ${ }_{3} F_{2}$ series under separate permutations (belonging to $P_{3,2}$ ) of the numerator and denominator parameters into a single relationship. It also extends this result to the group $P_{5}$ : the function ${ }_{3} E_{2}$ is invariant under all 5 ! permutations of the variables ( $x, y, z, u, v$ ).

We next establish results analogous to Theorems 3.1 and 3.2 for the ${ }_{4} F_{3}$ series relation given by (2.3). Define the nonsingular matrix $A_{2}$ by

$$
A_{2}=\left(\begin{array}{llllll}
0 & 1 & 1 & 0 & 0 & 0  \tag{3.7}\\
1 & 0 & 1 & 0 & 0 & 0 \\
1 & 1 & 0 & 0 & 0 & 0 \\
1 & 1 & 1 & 1 & 0 & 0 \\
1 & 1 & 1 & 0 & 1 & 0 \\
1 & 1 & 1 & 0 & 0 & 1
\end{array}\right)
$$

Then

$$
\begin{align*}
& A_{2}^{-1} p A_{2}=p, \quad p \in P_{3,3},  \tag{3.8a}\\
& A_{2}^{-1} b A_{2}=[2,1,6,5,4,3] . \tag{3.8b}
\end{align*}
$$

Here $b$ is the matrix defined by ( 2.4 b ).
We can now prove the following result by an argument analogous to that used in Theorem 3.1.

Theorem 3.3: The matrices in $P_{3,3}$ together with the matrix [2,1,6,5,4,3] generate $P_{6}$.

To obtain results analogous to Theorem 3.2, we first define the polynomial ${ }_{4} Q_{3}$ (a) by

$$
{ }_{4} Q_{3}(\mathrm{a})=(d)_{n}(e)_{n}(f)_{n} F_{3}\left(\begin{array}{llll}
a & b & c & -n  \tag{3.9}\\
d & e & f &
\end{array}\right)
$$

Next we define the new polynomial ${ }_{4} P_{3}(x)$ by making the change of variables

$$
\begin{equation*}
\mathbf{a}=A_{2} \mathbf{x} \tag{3.10a}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathbf{x}=(x, y, z, u, v, w) \tag{3.10b}
\end{equation*}
$$

Thus

$$
\begin{equation*}
{ }_{4} P_{3}(x)={ }_{4} Q_{3}\left(A_{2} x\right) \tag{3.10c}
\end{equation*}
$$

Relations (2.3) and (2.5) are expressed in terms of the polynomials ${ }_{4} P_{3}(x)$ and the variables $x$, respectively, by

$$
\begin{align*}
& { }_{4} P_{3}(x, y, z, u, v, w)={ }_{4} P_{3}(y, x, w, v, u, z)  \tag{3.11a}\\
& x+y+z+u+v+w+n-1=0 \tag{3.11b}
\end{align*}
$$

The invariance of ${ }_{4} F_{3}(x)$ under separate permutations of numerator and denominator parameters is expressed by

$$
\begin{equation*}
{ }_{4} P_{3}(p x)={ }_{4} P_{3}(x), \quad p \in P_{3,3} \tag{3.11c}
\end{equation*}
$$

Theorem 3.3 and the invariance properties of ${ }_{4} P_{3}$ given by (3.11a) and (3.11c) now imply the following.

Theorem 3.4: The group $P_{6}$ is an invariance group of the polynomials ${ }_{4} P_{3}$; i.e.,

$$
\begin{equation*}
{ }_{4} P_{3}(p \mathbf{x})={ }_{4} P_{3}(\mathbf{x}), \quad p \in P_{6} \tag{3.12}
\end{equation*}
$$

for all $x, y, z, u, v, w$ that satisfy (3.11b).
This theorem extends the special results in (3.11a)(3.11c) to the full permutation group $P_{6}$ : for all ( $x, y$, $z, u, v, w)$ that satisfy $x+y+z+u+v+w+n-1=0$, the polynomial ${ }_{4} P_{3}(x, y, z, u, v, w)$ is invariant under all 6! permutations of these variables. (Wilson ${ }^{8}$ points out a lower symmetry of ${ }_{4} F_{3}$, namely that under $S_{4}$.)

The operation of reversing the terminating Saalschützian ${ }_{4} F_{3}$ series [Bailey ${ }^{6}$ (p.56)] is included in the group $P_{6}$. It is expressed in terms of the polynomials ${ }_{4} P_{3}$ by

$$
\begin{equation*}
{ }_{4} P_{3}(x, y, z, u, v, w)={ }_{4} P_{3}(w, v, u, z, y, x) \tag{3.13}
\end{equation*}
$$

for all ( $x, y, z, u, v, w$ ) satisfying the Saalschütz condition.
Remarks: (a) There is considerable freedom in choosing the matrices $A_{1}$ and $A_{2}$. It is not difficult to prove that the most general matrices commuting with all elements of $P_{3,2}$ and $P_{3,3}$, respectively, are

$$
\begin{align*}
C_{1} & =\left(\begin{array}{lllll}
\alpha & \beta & \beta & \gamma^{\prime} & \gamma^{\prime} \\
\beta & \alpha & \beta & \gamma^{\prime} & \gamma^{\prime} \\
\beta & \beta & \alpha & \gamma^{\prime} & \gamma^{\prime} \\
\gamma & \gamma & \gamma & \alpha^{\prime} & \beta^{\prime} \\
\gamma & \gamma & \gamma & \beta^{\prime} & \alpha^{\prime}
\end{array}\right),  \tag{3.14}\\
C_{2} & =\left(\begin{array}{cccccc}
\alpha & \beta & \beta & \gamma^{\prime} & \gamma^{\prime} & \gamma^{\prime} \\
\beta & \alpha & \beta & \gamma^{\prime} & \gamma^{\prime} & \gamma^{\prime} \\
\beta & \beta & \alpha & \gamma^{\prime} & \gamma^{\prime} & \gamma^{\prime} \\
\gamma & \gamma & \gamma & \alpha^{\prime} & \beta^{\prime} & \beta^{\prime} \\
\gamma & \gamma & \gamma & \beta^{\prime} & \alpha^{\prime} & \beta^{\prime} \\
\gamma & \gamma & \gamma & \beta^{\prime} & \beta^{\prime} & \alpha^{\prime}
\end{array}\right) .
\end{align*}
$$

Consider the determination of $A_{1}$. Since the trace of the matrix $t$ is 1 , we select any permutation matrix $p$ with the properties $p \in P_{5}, p \notin P_{3,2}, \operatorname{tr}(p)=1$, and impose the condition $t C_{1}=C_{1} p$ with $C_{1}$ nonsingular. To satisfy this condition, the permutation corresponding to $p$ must belong to the class ( $2^{2}, 1$ ) of $S_{5}$; moreover, each such $p$ admits a solution $C_{1}$ when suitable restrictions on $\alpha, \beta, \gamma, \alpha^{\prime}, \beta^{\prime}, \gamma^{\prime}$ are imposed. In particular, the choice $p=[1,5,4,3,2]$ in (3.2b) requires that
$\alpha^{\prime}=2 \alpha, \beta^{\prime}=\gamma, \gamma^{\prime}=\alpha, \gamma=\alpha+\beta$. Similarly, we find that the equation $b C_{2}=C_{2} p$ with $p \in P_{6}, p \notin P_{3,3}, \operatorname{tr}(p)=0$, has a nonsingular solution $C_{2}$ if and only if $p$ corresponds to a permutation in class ( $2^{3}$ ) of $S_{6}$, and that each such $p$ admits a solution $C_{2}$ for suitable restrictions on the parameters $\alpha, \beta, \gamma, \alpha^{\prime}, \beta^{\prime}, \gamma^{\prime}$. In particular, the choice $p=[2,1,6,5,4,3]$ in (3.8b) requires that $\alpha^{\prime}=\alpha+\beta, \quad \beta^{\prime}=2 \alpha, \quad \gamma^{\prime}=\alpha$, $\gamma=\alpha+\beta$. Thus, the most general nonsingular matrices $C_{1}$ and $C_{2}$, respectively, which can replace $A_{1}$ and $A_{2}$ in (3.2) and (3.8) are

$$
\begin{align*}
& C_{1}=\left(\begin{array}{ccccc}
\alpha & \beta & \beta & \alpha & \alpha \\
\beta & \alpha & \beta & \alpha & \alpha \\
\beta & \beta & \alpha & \alpha & \alpha \\
\gamma & \gamma & \gamma & 2 \alpha & \gamma \\
\gamma & \gamma & \gamma & \gamma & 2 \alpha
\end{array}\right)  \tag{3.15}\\
& C_{2}=\left(\begin{array}{cccccc}
\alpha & \beta & \beta & \alpha & \alpha & \alpha \\
\beta & \alpha & \beta & \alpha & \alpha & \alpha \\
\beta & \beta & \alpha & \alpha & \alpha & \alpha \\
\gamma & \gamma & \gamma & \gamma & 2 \alpha & 2 \alpha \\
\gamma & \gamma & \gamma & 2 \alpha & \gamma & 2 \alpha \\
\gamma & \gamma & \gamma & 2 \alpha & 2 \alpha & \gamma
\end{array}\right)
\end{align*}
$$

where $\alpha \neq \beta$ and $\gamma=\alpha+\beta$.
(b) The invariance properties of the functions ${ }_{3} E_{2}(x)$ and ${ }_{4} P_{3}(\mathbf{x})$ under the action of the transformation groups $P_{5}$ and $P_{6}$, respectively, can also be realized in terms of the functions ${ }_{3} \widehat{F}_{2}(a)$ and ${ }_{4} Q_{3}(a)$. Namely, one has

$$
\begin{array}{ll}
{ }_{3} \widehat{F}_{2}\left(p^{\prime} \mathbf{a}\right)={ }_{3} \widehat{F}_{2}(\mathbf{a}), \quad p^{\prime} \in A_{1} P_{5} A_{1}^{-1} \\
{ }_{4} Q_{3}\left(p^{\prime} \mathbf{a}\right)={ }_{4} Q_{3}(\mathbf{a}), \quad p^{\prime} \in A_{2} P_{6} A_{2}^{-1} . \tag{3.16b}
\end{array}
$$

## IV. GROUP STRUCTURES UNDERLYING THE THREETERM RELATION

In this section we set up the group theoretical apparatus which we use in $\mathrm{Sec} . \mathrm{V}$ to derive further three-term relations from (2.7). We have shown that $A_{1} P_{5} A_{1}^{-1}$ is an invariance group of ${ }_{3} \widehat{F}_{2}(a)$, while its isomorph $P_{5}$ is an invariance group of ${ }_{3} \widehat{F}_{2}\left(A_{1} x\right)$. Clearly, these isomorphic invariance groups will have an important role in our treatment of (2.7).

All this suggests that we look for a simple structure underlying (2.7) which is similar to what we found in Sec. III. The matrices $m_{1}$ and $m_{2}$ are, however, six dimensional. We therefore extend the matrices $p \in P_{3,2}, t$, and $A_{1}$ to $6 \times 6$ form as follows:

$$
p \mapsto\left(\begin{array}{ll}
p & 0  \tag{4.1}\\
0 & 1
\end{array}\right), \quad \curvearrowleft\left(\begin{array}{ll}
t & 0 \\
0 & 1
\end{array}\right), \quad A_{1} \mapsto\left(\begin{array}{cc}
A_{1} & 0 \\
0 & 1
\end{array}\right)
$$

here 0 is a column or row matrix consisting of five zeros. Under this substitution, (3.2a) and (3.2b) become

$$
\left(\begin{array}{cc}
A_{1} & 0  \tag{4.2a}\\
0 & 1
\end{array}\right)^{-1} \quad\left(\begin{array}{cc}
p & 0 \\
0 & 1
\end{array}\right) \quad\left(\begin{array}{cc}
A_{1} & 0 \\
0 & 1
\end{array}\right)=\left(\begin{array}{cc}
p & 0 \\
0 & 1
\end{array}\right), \quad p \in P_{3,2}
$$

and

$$
\left(\begin{array}{cc}
A_{1} & 0  \tag{4.2b}\\
0 & 1
\end{array}\right)^{-1}\left(\begin{array}{ll}
t & 0 \\
0 & 1
\end{array}\right) \quad\left(\begin{array}{cc}
A_{1} & 0 \\
0 & 1
\end{array}\right)=[1,5,4,3,2,6]
$$

Theorem 3.1 is still valid if we replace the group $P_{3,2}$ by the group

$$
\left\{\left.\left(\begin{array}{cc}
p & 0  \tag{4.3}\\
0 & 1
\end{array}\right) \right\rvert\, p \in P_{3,2}\right\}
$$

replace the permutation matrix [ $1,5,4,3,2$ ] by [ $1,5,4,3,2,6$ ], and use $P_{5,1}$ in place of $P_{5}$.

The natural next step would be to transform the matrices $m_{1}$ and $m_{2}$ as we transformed ( $\left.\begin{array}{c}p \\ 0 \\ 0\end{array}\right)$ above. Unfortunately, this procedure leads to complicated results. To obtain the simple structure we are looking for, we must recognize, first, that the similarity transformation in (4.2a) and (4.2b) is not the only one that leaves those relations invariant, and second, that it is the matrix $m_{3}=m_{1} m_{2}$ that we should transform.

The matrix $m_{3}$ is given by

$$
m_{3}=\left(\begin{array}{cccccc}
0 & 0 & 1 & -1 & 0 & 1  \tag{4.4}\\
0 & 1 & 0 & -1 & 0 & 1 \\
1 & 0 & 0 & -1 & 0 & 1 \\
0 & 0 & 0 & -1 & 0 & 2 \\
0 & 0 & 0 & -1 & 1 & 1 \\
0 & 0 & 0 & 0 & 0 & 1
\end{array}\right)
$$

We note that the set of matrices

$$
\begin{equation*}
M=\left\{I, m_{1}, m_{2}, m_{3}\right\} \tag{4.5}
\end{equation*}
$$

is an Abelian group of involutions.
We find that there exists a nonsingular matrix $A$ such that

$$
\begin{align*}
& A^{-1}\left(\begin{array}{ll}
p & 0 \\
0 & 1
\end{array}\right) \quad A=\left(\begin{array}{ll}
p & 0 \\
0 & 1
\end{array}\right), \quad p \in P_{3,2}  \tag{4.6a}\\
& A^{-1}\left(\begin{array}{ll}
t & 0 \\
0 & 1
\end{array}\right) \quad A=[1,5,4,3,2,6]  \tag{4.6b}\\
& A^{-1} m_{3} A=[3,2,1,6,5,4] \tag{4.6c}
\end{align*}
$$

The choice of the permutation matrix $p^{\prime}$ into which $m_{3}$ is transformed is narrowed by the requirements $p^{\prime} \in P_{6}, p^{\prime} \notin P_{5,1}$, $\operatorname{tr}\left(p^{\prime}\right)=2$, which imply that $p^{\prime}$ belongs either to the class $\left(1^{2}, 2^{2}\right)$ or to $\left(1^{2}, 4\right)$. Taking $p^{\prime}$ to belong to the second class fails to produce a solution. With $p^{\prime} \in\left(1^{2}, 2^{2}\right)$, we construct the required $A$ by bordering $A_{1}$ with a row and column so that conditions (4.6a)-(4.6c) are satisfied. This determines $A$ up to a multiplicative constant, and we have

$$
\begin{aligned}
& A=\left(\begin{array}{llllll}
1 & 0 & 0 & 1 & 1 & 0 \\
0 & 1 & 0 & 1 & 1 & 0 \\
0 & 0 & 1 & 1 & 1 & 0 \\
1 & 1 & 1 & 2 & 1 & 0 \\
1 & 1 & 1 & 1 & 2 & 0 \\
1 & 1 & 1 & 1 & 1 & 1
\end{array}\right), \\
& A^{-1}=\frac{1}{3}\left(\begin{array}{cccccc}
1 & -2 & -2 & 1 & 1 & 0 \\
-2 & 1 & -2 & 1 & 1 & 0 \\
-2 & -2 & 1 & 1 & 1 & 0 \\
1 & 1 & 1 & 1 & -2 & 0 \\
1 & 1 & 1 & -2 & 1 & 0 \\
1 & 1 & 1 & -2 & -2 & 1
\end{array}\right)
\end{aligned}
$$

We summarize these results in the following theorem. Theorem 4.1: The set of matrices

$$
\left\{\left.\left(\begin{array}{ll}
p & 0  \tag{4.8a}\\
0 & 1
\end{array}\right) \right\rvert\, p \in P_{3,2}\right\}, \quad[1,5,4,3,2,6]
$$

generates the permutation group $P_{5,1}$. Then $P_{5,1}$ and the matrix [ $3,2,1,6,5,4$ ] generate $P_{6}$. Equivalently, the set of matrices

$$
\left\{\left.\left(\begin{array}{cc}
p & 0  \tag{4.8b}\\
0 & 1
\end{array}\right) \right\rvert\, p \in P_{3,2}\right\}, \quad\left(\begin{array}{ll}
t & 0 \\
0 & 1
\end{array}\right)
$$

generate the group $A P_{5,1} A^{-1}$. This group and the matrix $m_{3}$ generate $A P_{G} A^{-1}$.

Proof: The only result not already proven is that $P_{5,1}$ and [ $3,2,1,6,5,4$ ] generate $P_{6}$. But this follows easily from the same argument used to establish Theorem 3.1.

The reason for choosing $m_{3}$, instead of $m_{1}$ or $m_{2}$, to determine the matrix $A$, is found in the relations

$$
\begin{align*}
& A^{-1} m_{1} A=\lambda[6,5,4,3,2,1]  \tag{4.9a}\\
& A^{-1} m_{2} A=\lambda[4,5,6,1,2,3] \tag{4.9b}
\end{align*}
$$

where $\lambda$ is an involution defined by

$$
\lambda=\frac{1}{3}\left(\begin{array}{cccccc}
-2 & 1 & 1 & 1 & 1 & 1  \tag{4.10}\\
1 & -2 & 1 & 1 & 1 & 1 \\
1 & 1 & -2 & 1 & 1 & 1 \\
1 & 1 & 1 & -2 & 1 & 1 \\
1 & 1 & 1 & 1 & -2 & 1 \\
1 & 1 & 1 & 1 & 1 & -2
\end{array}\right)
$$

It is easy to see that $\lambda$ commutes with every element of $P_{6}$. This implies that no nonsingular matrix $B$ exists such that $B m_{1} B^{-1}=p \in P_{6}$, since then we would have $p(B A)$ $=[6,5,4,3,2,1] \lambda(B A)$, and therefore, $(B A)^{-1} p^{\prime}(B A)=\lambda$ for $p^{\prime} \in P_{6}$. But since $\operatorname{tr}(\lambda)=-4$ and $\operatorname{tr}\left(p^{\prime}\right) \geqslant 0$, we have a contradiction; this proves the nonexistence of $B$. In the same fashion, we can show that $m_{2}$ is not similar to any $p \in P_{6}$.

We are now ready to prove the following.
Theorem 4.2: The set of matrices

$$
\left\{\left.\left(\begin{array}{ll}
p & 0 \\
0 & 1
\end{array}\right) \right\rvert\, p \in P_{3,2}\right\}, \quad[1,5,4,3,2,6], \lambda[6,5,4,3,2,1]
$$

generates the direct product group of 1440 elements

$$
\begin{equation*}
P_{6} \times \Lambda=\left\{P_{6}, \lambda P_{6}\right\} \tag{4.11}
\end{equation*}
$$

here $\Lambda$ is the two-element group $\Lambda=\{I, \lambda\}$. The group $A^{-1} M A$ [with $M$ defined by (4.5)] is a subgroup of $P_{6} \times \Lambda$. Equivalently, the set of matrices

$$
\left\{\left.\left(\begin{array}{cc}
p & 0 \\
0 & 1
\end{array}\right) \right\rvert\, p \in P_{3,2}\right\}, \quad\left(\begin{array}{cc}
t & 0 \\
0 & 1
\end{array}\right), \quad m_{1}
$$

generates the group $A\left(P_{6} \times \Lambda\right) A^{-1}$, which contains the subgroup $M$.

Proof: By Theorem 4.1, the set of matrices

$$
\left\{\left.\left(\begin{array}{cc}
p & 0 \\
0 & 1
\end{array}\right) \right\rvert\, p \in P_{3,2}\right\}, \quad[1,5,4,3,2,6]
$$

generates the group $P_{5,1}$. We see that the matrix $A^{-1} m_{2} A$ $=\lambda[4,5,6,1,2,3]$ is obtained from the matrix $A^{-1} m_{1} A$ $=\lambda[6,5,4,3,2,1]$ by multiplying from the right and left by $[3,2,1,4,5,6] \in P_{5,1}$. Because $m_{3}=m_{1} m_{2}$, we have $A^{-1} m_{3} A$
$=\left(A^{-1} m_{1} A\right)\left(A^{-1} m_{2} A\right)=[3,2,1,6,5,4]$. This matrix and the group $P_{5,1}$ generate $P_{6}$ (Theorem 4.1). The matrix $\lambda$ is now obtained from $\lambda=\left(A^{-1} m_{1} A\right)[6,5,4,3,2,1]$, and is seen to commute with all elements of $P_{6}$. This implies that no further matrices, not in $P_{6} \times \Lambda$, can be generated by the matrix set specified in the statement of the theorem.

With the application of Theorem 4.2 in mind, we digress here to consider some problems of notation not dealt with in the Introduction. In the rest of the paper we shall frequently be acting on five-tuples such as $\mathrm{a}=(a, b, c, d, e)$ and $\mathrm{x}=(x, y$, $z, u, v$ ) with $6 \times 6$ matrices. We recall that a and x are the coordinates on which the functions ${ }_{3} E_{2}[(3.5 a)]$ and ${ }_{3} \widehat{F}_{2}$ [(2.7)] are defined. We shall need a special notation for this action. Before introducing an appropriate symbol, we write down some abbreviations for quantities already defined, viz.,

$$
\begin{align*}
& G=P_{6} \times \Lambda, \quad G_{A}=A G A^{-1}  \tag{4.12}\\
& H=P_{5,1}, \quad H_{A}=A H A^{-1}
\end{align*}
$$

These definitions will be used from here on.
Let $\operatorname{SL}(6, \mathbf{R})$ denote the group of $6 \times 6$ nonsingular matrices over $\mathbf{R}$, and let $\mathbf{R}^{\mathbf{n}}$ denote the set of all $n$-tuples. Let $\mathbf{y}=\left(y_{1}, y_{2}, y_{3}, y_{4}, y_{5}\right) \in \mathbf{R}^{5}$ and let $\mathbf{z}=\left(\mathbf{y}, \boldsymbol{y}_{6}\right) \in \mathbf{R}^{\mathbf{6}}$ denote any six-tuple with projection $\pi$ on the first five coordinates given by $\pi \mathbf{z}=\mathbf{y}$ and with $y_{6}$ a given function $f$ of $\mathbf{y}$, i.e., $y_{6}=f(\mathbf{y})$. We now define the mapping SL( $6, \mathbf{R}): \mathbf{R}^{5} \rightarrow \mathbf{R}^{5}$ by the following rule. For $B \in \operatorname{SL}(6, R)$ and $y \in \mathbf{R}^{5}$, the action of $B$ on $y$ is denoted by $B \circ \mathbf{y}$, and $B \circ \mathbf{y} \in \mathbf{R}^{5}$ is defined to be

$$
\begin{equation*}
B^{\circ} \circ \mathbf{y}=\pi(B \mathbf{z})=\mathbf{y}^{\prime} ; \tag{4.13}
\end{equation*}
$$

here $B z$ is ordinary $6 \times 6$ on $6 \times 1$ matrix multiplication. This action of $\operatorname{SL}(6, R)$ on $\mathbf{R}^{5}$ satisfies the usual axioms.

Let us take the elements of $\mathbf{R}^{5}$ to be $\mathbf{a}=(a, b, c, d, e)$ and apply (4.13) to the mappings $G_{A}: \mathbf{R}^{5} \rightarrow \mathbf{R}^{5}$. This gives

$$
\begin{equation*}
g_{A} \circ_{\mathbf{a}}=\mathbf{a}^{\prime}, \quad g_{A} \in G_{A}, \quad \mathbf{a} \in \mathbf{R}^{\mathbf{5}} \tag{4.14}
\end{equation*}
$$

where $\mathbf{a}^{\prime}$ is obtained from $\mathbf{b}=(\mathbf{a}, 1) \in \mathbf{R}^{6}$ by the rule given in (2.6b). In particular, since each $g_{A}$ has ( 000001 ) as its sixth row, the sixth component of $g_{A} \mathbf{b}$ is also 1 .

$$
F(x, y, z, u, v)={ }_{3} F_{2}\left(\begin{array}{ccc}
x+u+v & y+u+v & z+u+v \\
x+y+z+2 u+v & x+y+z+u+2 v &
\end{array}\right) D^{-1}
$$

with

$$
\begin{align*}
D= & \Gamma(x+y+z+2 u+v) \\
& \times \Gamma(x+y+z+u+2 v) \Gamma(x+y+z) \tag{4.17}
\end{align*}
$$

The action of the group $G$ on the coordinates $\mathbf{x} \in \mathbf{R}^{5}$ of $F(\mathbf{x})$ is given by

$$
\begin{equation*}
g \circ \mathbf{x}=\pi(g \mathbf{z}), \quad g \in G, \quad \mathbf{x} \in \mathbf{R}^{5} \tag{4.18a}
\end{equation*}
$$

where

$$
\begin{align*}
& \mathbf{x}=(x, y, z, u, v)  \tag{4.18b}\\
& \mathbf{z}=(\mathbf{x}, 1-x-y-z-u-v), \quad \pi \mathbf{z}=\mathbf{x} .
\end{align*}
$$

$\alpha(\mathrm{x})=\frac{\pi \Gamma(1-y-u-v)}{\Gamma(y+z+u) \Gamma(y+z+v) \Gamma(z+u+v) \sin \pi(z-x)}$,
The coefficient functions $\alpha$ and $\beta$ are defined in terms of the new coordinates by
$\beta(x, y, z, u, v)=\alpha(z, y, x, u, v)$.
We note that the subgroup $H \subset G$ has special significance for (4.19) because it is an invariance group for $F(x)$ :

$$
\begin{equation*}
F(h \circ \mathbf{x})=F(\mathbf{x}), \quad h \in H \tag{4.22}
\end{equation*}
$$

(This is actually Theorem 3.2, adjusted to the present context.) An immediate consequence is the following: let $k \in G$ and let $g$ be an element in the left coset $H k$ of $H$ in $G$. Then $g=h k$ for some $h \in H$ and

$$
\begin{equation*}
F(g \circ \mathbf{x})=F(h \circ(k \circ \mathbf{x}))=F(k \circ \mathbf{x}) . \tag{4.23}
\end{equation*}
$$

If we define the function $F_{g}$ by

$$
\begin{equation*}
F_{g}(x)=F(g \circ \mathbf{x}), \quad g \in G \tag{4.24}
\end{equation*}
$$

then (4.23) may be written as

$$
\begin{equation*}
F_{h k}(\mathbf{x})=F_{k}(\mathbf{x}), \quad h \in H \tag{4.25}
\end{equation*}
$$

Thus, all functions $F_{g}$ corresponding to the elements of a given left coset of $H$ in $G$ are equal. Since $G$ contains 1440 elements and $H$ contains 120, there are 12 left cosets of $H$ in $G$. In other words, the action of $G$ on the coordinates $\mathbf{x}$ of $F$ defines exactly 12 new functions of $x$, one for each coset. It is this fact (as will be explained in greater detail in Sec. V) that accounts for the 12 subtables in Tables 4.2 and 4.3 in Slater ${ }^{1}$ (Whipple, ${ }^{5}$ Bailey ${ }^{6}$ ).

The next step is to partition $G$ into its left cosets with respect to $H$. First we consider the left cosets of $H=P_{5,1}$ in $P_{6}$.

Theorem 4.3: The group $P_{6}$ contains six left cosets $H k$, where the elements $k \in P_{6}$ may be chosen to be elements of the set

$$
\begin{equation*}
K=\left\{k_{r} \mid r=1,2, \ldots, 6\right\} \tag{4.26a}
\end{equation*}
$$

where

$$
\begin{aligned}
& k_{1}=I, \quad k_{2}=[6,5,4,3,2,1], \quad k_{3}=[5,6,4,3,2,1] \\
& k_{4}=[4,5,6,1,2,3], \quad k_{5}=[3,2,1,6,5,4] \\
& k_{6}=[3,2,1,5,6,4] .
\end{aligned}
$$

Proof: The six sets $H k_{r}, r=1,2, \ldots, 6$, are disjoint, since $k^{\prime} k^{-1} \oplus H$ for all pairs $k^{\prime} \neq k$ and $k^{\prime}, k \in K$. Hence,

$$
\begin{equation*}
P_{6}=\cup_{r=1}^{6} C_{r}, \quad C_{r}=H k_{r} \tag{4.27}
\end{equation*}
$$

In the next section we shall need the multiplication table for these cosets. This is reproduced as Table I.

The extension of these results on cosets of $H$ in $P_{6}$ to cosets of $H$ in $G$ is immediate, and is given by the following.

Theorem 4.4: The left cosets of the subgroup $H$ in $G$ are
$H k, k \in\{K, \lambda K\}$.
Denoting the $6 \times 6$ array in Table I by $C$, the multiplication table for the left cosets of $H$ in $G$ is given by the array

TABLE I. Multiplication rules for left cosets of $H$ in $G: C_{r}=H k_{r}$, $r=1,2, \ldots, 6$.

|  |  |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  | $C_{1}$ | $C_{2}$ | $C_{3}$ | $C_{4}$ | $C_{5}$ | $C_{6}$ |
| $C_{1}$ | $C_{1}$ | $C_{2}$ | $C_{3}$ | $C_{4}$ | $C_{5}$ | $C_{6}$ |
| $C_{2}$ | $C_{2}$ | $C_{1}$ | $C_{1}$ | $C_{5}$ | $C_{4}$ | $C_{4}$ |
| $C_{3}$ | $C_{3}$ | $C_{6}$ | $C_{6}$ | $C_{6}$ | $C_{3}$ | $C_{3}$ |
| $C_{4}$ | $C_{4}$ | $C_{5}$ | $C_{5}$ | $C_{1}$ | $C_{2}$ | $C_{2}$ |
| $C_{5}$ | $C_{5}$ | $C_{4}$ | $C_{4}$ | $C_{2}$ | $C_{1}$ | $C_{1}$ |
| $C_{6}$ | $C_{6}$ | $C_{3}$ | $C_{2}$ | $C_{3}$ | $C_{6}$ | $C_{5}$ |

$$
\left(\begin{array}{cc}
C & \lambda C  \tag{4.29}\\
\lambda C & C
\end{array}\right)
$$

It will be convenient for subsequent applications to denote the 12 matrices in the set $\{K, \lambda K\}$ by

$$
\begin{equation*}
k_{r}, \quad r=1,2, \ldots, 6,1^{*}, 2^{*}, \ldots, 6^{*} \tag{4.30a}
\end{equation*}
$$

For $r=1,2, \ldots, 6$, the $k_{r}$ are the permutation matrices defined by (4.26b), while the corresponding $k_{r^{*}}$ are just

$$
\begin{equation*}
k_{r^{*}}=\lambda k_{r}, \quad r=1,2, \ldots, 6 \tag{4.30b}
\end{equation*}
$$

Thus, $k_{1^{*}}=\lambda, k_{2^{*}}=\lambda k_{2}=\lambda[6,5,4,3,2,1]$, etc. Since $\lambda$ is an involution, so that

$$
\begin{equation*}
\lambda k_{r^{*}}=k_{r} \tag{4.30c}
\end{equation*}
$$

we must also, for consistency, write $\left(r^{*}\right)^{*}=r$. We shall refer to $r^{*}$ as the conjugate of $r$.

Finally, since only the 12 functions

$$
F_{k_{r}}(x)=F\left(k_{r} \circ x\right), \quad r=1,2, \ldots, 6,1^{*}, 2^{*}, \ldots, 6^{*}
$$

can be generated by the action of $G$ on the coordinates $\mathbf{x} \in \mathbf{R}^{5}$ [cf. (4.23)-(4.25)], we may simplify the notation still further by writing

$$
\begin{equation*}
F_{r}(x)=F_{k_{r}}(x), \quad r=1,2, \ldots, 6,1^{*}, 2^{*}, \ldots, 6^{*} \tag{4.31}
\end{equation*}
$$

Equation (4.22) exhibits the invariance of the function $F(\mathbf{x})$ under the action of the group $H$. This property together with the definition (4.31) implies that $F_{r}(\mathbf{x})$ is invariant under the group $H_{r}=k_{r}^{-1} H k_{r}$ obtained by the automorphism with $k_{r} \in K$ :

$$
\begin{equation*}
F_{r}\left(h_{r} \circ \mathbf{x}\right)=F_{r}(\mathbf{x}), \quad h_{r} \in H_{r} \tag{4.32}
\end{equation*}
$$

## V. THREE-TERM RELATIONS BETWEEN ${ }_{3} F_{2}$ SERIES

In the notation defined by (4.30a)-(4.30c) and (4.31), the basic three-term relation (4.19) becomes

$$
\begin{equation*}
F_{1}(\mathbf{x})=\alpha(\mathbf{x}) F_{2^{*}}(\mathbf{x})+\beta(\mathbf{x}) F_{4^{*}}(\mathbf{x}) \tag{5.1}
\end{equation*}
$$

since $g_{1}=\lambda k_{2}=k_{2^{*}}$ and $g_{2}=\lambda k_{4}=k_{4^{*}}$. In this section, we obtain all three-term relations derivable from (5.1) by application of the transformation group $G$ with the action:

$$
\begin{equation*}
x \mapsto g \circ x, \quad g \in G \tag{5.2}
\end{equation*}
$$

and by an elimination procedure to be described below.
The mapping (5.2) can be written in the form

$$
\begin{equation*}
\mathbf{x} \mapsto h \circ\left(k_{r} \circ \mathbf{x}\right), \quad h \in H, \quad r=1,2, \ldots, 6,1^{*}, 2^{*}, \ldots, 6^{*} \tag{5.3}
\end{equation*}
$$

This suggests carrying out the transformation of relation (5.1) in two steps, by first performing the mapping $\mathbf{x} \rightarrow h \circ \mathbf{x}$, $h \in H$, and then the mapping $\mathbf{x} \mapsto k_{r}$ ox.

The first step, applied to (5.1), gives

$$
\begin{equation*}
F_{1}(\mathbf{x})=\alpha(h \circ \mathbf{x}) F_{p^{*}}(\mathbf{x})+\beta(h \circ \mathbf{x}) F_{q^{*}}(\mathbf{x}) \tag{5.4a}
\end{equation*}
$$

where the index pair ( $p^{*}, q^{*}$ ) is uniquely determined by finding the left cosets to which $k_{2^{*}} h$ and $k_{4^{*}} h$ belong; that is, by solving the inclusion relations

$$
\begin{equation*}
k_{2^{*}} h \in H k_{p^{*}}, \quad k_{4^{*}} h \in H k_{q^{*}} \tag{5.4b}
\end{equation*}
$$

Since the group $H=P_{5,1}$ contains only permutation matrices, it follows that $p^{*}$ and $q^{*}$ are both "*-integers" in ( 5.4 a ) and ( 5.4 b ). Accordingly, the index pair ( $p, q$ ) may be found by solving

$$
\begin{equation*}
k_{2} h \in H k_{p}, \quad k_{4} h \in H k_{q} . \tag{5.5}
\end{equation*}
$$

We found the solution of these inclusions for all $h \in H$ by calculating (on MACSYMA) the 12 matrices $k_{2} h k_{p}^{-1}$, $k_{4} h k_{p}^{-1}, p=1,2, \ldots, 6$, and identifying the representative pair of matrices in $H$. The simple solution is as follows: for each pair $(p, q)$ with $p \neq q \in\{1,2,3,4,5\}$ define the subset $H_{p, q}$ of $H$ by
$H_{p, q}=\left\{\left[i_{1}, i_{2}, i_{3}, i_{4}, i_{5}, 6\right] \in H\right.$ with $\left.i_{p}=1, i_{q}=3\right\}$.

Each subset $H_{p, q}$ then contains six elements of $H$. For example, $H_{2,4}$ contains the six permutation matrices [ $\left.i_{1}, 1, i_{3}, 3, i_{5}, 6\right]$ corresponding to the six permutations $\left(i_{1}, i_{3}, i_{5}\right)$ of $(2,4,5)$.

Using these notations, the solutions of (5.5) are given in the following.

Theorem 5.1: For each $h \in H_{p, q}$ we have

$$
\begin{equation*}
k_{2} h \in H k_{p+1}, \quad k_{4} h \in H k_{q+1} \tag{5.7}
\end{equation*}
$$

for each pair $(p, q)$ with $p \neq q \in\{1,2,3,4,5\}$.
Proof: By MACSYMA, as described above, or by verifying (by hand) that $k_{2} h k_{p+1}^{-1} \in H$ and $k_{4} h k_{q+1}^{-1} \in H$ for each $h \in H_{p, q}$ (it is only necessary to verify that the sixth component in these products of permutation matrices is 6 ).

Applying Theorem (5.1) to (5.4a) gives

$$
\begin{align*}
F_{1}(\mathbf{x})= & \alpha(h o \mathbf{x}) F_{(p+1)^{*}}(x)+\beta(h \circ \mathbf{x}) F_{(q+1)^{*}}(\mathbf{x}), \\
& h \in H_{p, q} \tag{5.8}
\end{align*}
$$

for each pair $(p, q)$ with $p \neq q \in\{1,2,3,4,5\}$. (We show below that the coefficient functions in this result are invariant for each $h \in H_{p, q}$.)

To obtain the transformation of the basic relation (5.1) by a general element $g \in G$, we must transform (5.8) by $\mathbf{x} \mapsto k_{r} \circ \mathbf{x}$ [cf. (5.3)]. This results in

$$
\begin{equation*}
F_{r}(\mathbf{x})=\alpha(g \circ \mathbf{x}) F_{s}(x)+\beta(g \circ \mathbf{x}) F_{t}(\mathbf{x}) \tag{5.9a}
\end{equation*}
$$

with

$$
\begin{equation*}
g=h k_{r}, \quad h \in H_{p, q}, \quad r=1,2, \ldots, 6,1^{*}, 2^{*}, \ldots, 6^{*} \tag{5.9b}
\end{equation*}
$$

The indices $s$ and $t$ are uniquely determined by the relations

$$
\begin{equation*}
k_{(p+1)} k_{r} \in H k_{s}, \quad k_{(q+1)} k_{r} \in H k_{t}, \tag{5.9c}
\end{equation*}
$$

in which $p \neq q \in\{1,2,3,4,5\}$. [Throughout the remainder of the section, $(r, s, t)$ denote integers with domain $\{1,2, \ldots, 6$, $\left.1 *, 2^{*}, \ldots, 6^{*}\right\}$. It will occasionally be convenient to replace the statement

$$
r \in\left\{1,2, \ldots, 6,1^{*}, 2^{*}, \ldots, 6^{*}\right\}
$$

with the phrase "with $r$ in the standard domain."] The triples ( $r, s, t$ ) of positive integers that can occur in (5.9a) are completely determined from ( 5.9 c ) above by the multiplication rules for left cosets of $H$ in $G$ given in Table I. To present the results, it is convenient to represent this table by subscripts alone.

We define the $6 \times 6$ array $J$ by

$$
J=\left(\begin{array}{llllll}
1 & 2 & 3 & 4 & 5 & 6  \tag{5.10a}\\
2 & 1 & 1 & 5 & 4 & 4 \\
3 & 6 & 6 & 6 & 3 & 3 \\
4 & 5 & 5 & 1 & 2 & 2 \\
5 & 4 & 4 & 2 & 1 & 1 \\
6 & 3 & 2 & 3 & 6 & 5
\end{array}\right)
$$

The full table for left coset multiplication is represented by the $12 \times 12$ index array

$$
\mathbf{J}=\left\{\begin{array}{cc}
J & J^{*}  \tag{5.10b}\\
J^{*} & J
\end{array}\right\}
$$

where rows and columns are enumerated by $1,2, \ldots, 6,1^{*}$, $2^{*}, \ldots, 6^{*}$, respectively, which coincide with the entries in column 1 and row 1.

All possible triples ( $r, s, t$ ) that can occur in (5.9a) are obtained by transcribing the left coset multiplications

$$
\begin{equation*}
C_{(p+1) *} C_{r}=C_{s}, \quad C_{(q+1)} C_{r}=C_{t} \tag{5.11a}
\end{equation*}
$$

into index multiplication (denoted by $\cdot$ ) in the array $J$ :

$$
\begin{equation*}
(p+1)^{*} \cdot r=s, \quad(q+1)^{*} \cdot r=t \tag{5.11b}
\end{equation*}
$$

for $p \neq q \in\{1,2,3,4,5\}$. We have tabulated these multiplications in Table II. The values of $r$ in the standard domain are listed in the first row; hence $r$ is a column index. The major row heading is $H_{p, q}$, which includes two rows for each choice of $p<q$. We refer to this pair of rows as the "double-row $(p, q) . "$ The pair of entries in column $r$ in the double-row $(p, q)$ is ( $s, t$ ) with $s$ in the top row. For example, for $h \in H_{3,4}$, the triples ( $r, s, t$ ) that can occur in (5.9a) are determined by $4^{*} \cdot r=s, 5^{*} \cdot r=t$, and are found from Table II to be

TABLE II. Triples ( $r, s, t$ ) occurring in three-term relations.

|  | $r$ | 1 | 2 | 3 | 4 | 5 | 6 | 1* | 2* | 3* | 4* | 5* | 6* |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $H_{1,2}$ | $s$ | 2* | $1^{*}$ | 1* | 5* | 4* | 4* | 2 | 1 | 1 | 5 | 4 | 4 |
|  | $t$ | $3^{*}$ | 6* | 6* | 6* | 3* | 3* | 3 | 6 | 6 | 6 | 3 | 3 |
| $H_{1,3}$ | $s$ | 2* | 1* | 1* | 5* | 4* | 4* | 2 | 1 | 1 | 5 | 4 | 4 |
|  | $t$ | 4* | 5* | 5* | $1^{*}$ | 2* | 2* | 4 | 5 | 5 | 1 | 2 | 2 |
| $H_{1,4}$ | $s$ | 2* | 1* | 1* | 5* | 4* | 4* | 2 | 1 | 1 | 5 | 4 | 4 |
|  | $t$ | 5* | 4* | 4* | 2* | 1* | 1* | 5 | 4 | 4 | 2 | 1 | 1 |
| $H_{1,5}$ | $s$ | 2* | 1* | 1* | 5* | 4* | 4* | 2 | 1 | 1 | 5 | 4 | 4 |
|  | $t$ | 6* | 3* | 2* | 3* | 6* | 5* | 6 | 3 | 2 | 3 | 6 | 5 |
| $H_{2,3}$ | $s$ | 3* | 6* | 6* | 6* | 3* | 3* | 3 | 6 | 6 | 6 | 3 | 3 |
|  | $t$ | 4* | 5* | 5* | 1* | 2* | 2* | 4 | 5 | 5 | 1 | 2 | 2 |
| $H_{2,4}$ | $s$ | 3* | 6* | 6* | 6* | 3* | 3* | 3 | 6 | 6 | 6 | 3 | 3 |
|  | $t$ | 5* | 4* | 4* | 2* | 1* | 1* | 5 | 4 | 4 | 2 | 1 | 1 |
| $H_{2,5}$ | $s$ | 3* | 6* | 6* | 6* | 3* | 3* | 3 | 6 | 6 | 6 | 3 | 3 |
|  | $t$ | 6* | 3* | 2* | 3* | 6* | 5* | 6 | 3 | 2 | 3 | 6 | 5 |
| $H_{3,4}$ | $s$ | 4* | 5* | 5* | 1* | 2* | 2* | 4 | 5 | 5 | 1 | 2 | 2 |
|  | $t$ | 5* | 4* | 4* | 2* | 1* | 1* | 5 | 4 | 4 | 2 | 1 | 1 |
| $H_{3,5}$ | $s$ | 4* | 5* | 5* | 1* | 2* | 2* | 4 | 5 | 5 | 1 | 2 | 2 |
|  | $t$ | 6* | 3* | 2* | 3* | 6* | 5* | 6 | 3 | 2 | 3 | 6 | 5 |
| $H_{4,5}$ | $s$ | 5* | 4* | 4* | 2* | $1^{*}$ | 1* | 5 | 4 | 4 | 2 | 1 | 1 |
|  | $t$ | 6* | 3* | 2* | 3* | 6* | 5* | 6 | 3 | 2 | 3 | 6 | 5 |

$\left(1,4^{*}, 5^{*}\right),\left(2,5^{*}, 4^{*}\right),\left(3,5^{*}, 4^{*}\right)$,
$\left(4,1^{*}, 2^{*}\right),\left(5,2^{*}, 1^{*}\right),\left(6,2^{*}, 1^{*}\right)$,
$\left(1^{*}, 4,5\right),\left(2^{*}, 5,4\right),\left(3^{*}, 5,4\right)$,
$\left(4^{*}, 1,2\right),\left(5^{*}, 2,1\right),\left(6^{*}, 2,1\right)$.
We have included in Table II only those subsets $H_{p, q}$ $\subset H$ having $p<q$. The table can be extended to include the $H_{p, q}$ having $p>q$ by interchanging the two rows appearing to the right of $H_{q, p}$, leaving the indices $s$ and $t$ in place. Since there are six elements of $H$ in each set $H_{p, q}$, where $p \neq q$ $=1,2,3,4,5$, all 1440 relations (5.9a) are accounted for in the extended table. Some of these relations, however, are identically the same in consequence of properties of the functions $\alpha(\mathbf{x})$ and $\beta(\mathbf{x})$. Indeed, we prove in Theorem 5.4 below that the distinct relations (5.9a) are exactly those corresponding to the 120 triples ( $r, s, t$ ) given in Table II.

We need two theorems on the properties of the coefficient functions $\alpha(x)$ and $\beta(x)$ that occur in (5.1) and are defined by (4.21a) and (4.21b).

Theorem 5.2: Let $h, h^{\prime} \in H_{p, q}$ for $p \neq q \in\{1,2,3,4,5\}$. Then
$\alpha(h \circ \mathbf{x})=\alpha\left(h^{\prime} \circ \mathbf{x}\right), \quad \beta(h \circ \mathbf{x})=\beta\left(h^{\prime} \circ \mathbf{x}\right)$.
Proof: The functions $\alpha(\mathbf{x})$ and $\beta(\mathbf{x})$ are invariant under all permutations of $(y, u, v)$, that is, under the group of permutation matrices $R$ defined by
$R=\left\{\left[1, i_{2}, 3, i_{4}, i_{5}, 6\right] \mid\left(i_{2}, i_{4}, i_{5}\right)\right.$ a permutation of $\left.(2,4,5)\right\}$.
We can prove the theorem by showing that $h^{\prime} h^{-1} \in R$ for $h^{\prime}$, $h \in H_{p, q}$ [see (5.6)]. The product of any two $6 \times 6$ permutation matrices, $h^{\prime}$ and $h^{-1}$, the first of which has columns $p, q, 6$ given by $e_{1}, e_{3}, e_{6}$, respectively (see the Introduction for the notation), and the second of which has rows $p, q, 6$ given by
(100000), (001000), (000001),
always has columns $1,3,6$ equal to $e_{1}, e_{3}, e_{6} ;$ i.e., $h^{\prime} h^{-1} \in R$. $\square$
Theorem 5.3: Let $h \in H_{p, q}$ and $h^{\prime} \in H_{q, p}$ with $p \neq q \in\{1,2,3,4,5\}$. Then
$\alpha(h \circ \mathbf{x})=\beta\left(h^{\prime} \circ \mathbf{x}\right), \quad \beta(h \circ \mathbf{x})=\alpha\left(h^{\prime} \circ \mathbf{x}\right)$.
Proof: Let $h^{\prime \prime}=[3,2,1,4,5,6]$. Then, from the definitions (4.21a) and (4.21b) of $\alpha$ and $\beta$,
$\beta(\mathbf{x})=\alpha\left(h^{\prime \prime} \circ \mathbf{x}\right)$,
and, from the definition (5.6) of $H_{p, q}$,

$$
\begin{equation*}
H_{q, p}=h^{\prime \prime} H_{p, q} \tag{5.15}
\end{equation*}
$$

These results together with Theorem 5.2 imply the stated properties of $\alpha$ and $\beta$.

We can now prove the first of three principal results for three-term relations between ${ }_{3} F_{2}$ series.

Theorem 5.4: There are 120 distinct relations between the functions $\left\{F_{r} \mid r=1,2, \ldots, 6,1^{*}, 2^{*}, \ldots, 6^{*}\right\}$ obtainable from the basic relation (5.1) by the group of transformations $\mathbf{x} \mapsto g^{\circ} \mathbf{x}, g \in G$. These relations are

$$
\begin{align*}
& F_{r}(\mathbf{x})=\alpha_{r s^{*} t}(\mathbf{x}) F_{s^{*}}(\mathbf{x})+\beta_{r s^{*} t}(\mathbf{x}) F_{t *}(\mathbf{x})  \tag{5.16a}\\
& F_{r^{*}}(\mathbf{x})=\alpha_{r^{*} s t}(\mathbf{x}) F_{s}(\mathbf{x})+\beta_{r^{*} s t}(\mathbf{x}) F_{t}(\mathbf{x}) \tag{5.16b}
\end{align*}
$$

where $(r, s, t)$ is any of the 60 triples satisfying

$$
\begin{equation*}
r \in\{1,2, \ldots, 6\}, \quad s<t \in\{1,2, \ldots, 6\}-\{r\} \tag{5.16c}
\end{equation*}
$$

The coefficient functions in these relations are obtained ex-
plicitly in terms of $\alpha(\mathbf{x})$ and $\beta(\mathbf{x})$ as follows, using Table II. For each triple ( $r, s, t$ ) determine, in column $r$, the doublerow ( $p, q$ ) in which $s^{*}$ and $t^{*}$ occur (in either order), and let $h$ be any representative element $h \in H_{p, q}$. If $s^{*}$ occurs in the top row, and $t^{*}$ in the bottom row, then

$$
\begin{equation*}
\alpha_{r s^{*} t}(\mathbf{x})=\alpha\left(h k_{r} \mathbf{o x}\right), \quad \beta_{r s^{*} t} .(\mathbf{x})=\beta\left(h k_{r} \circ \mathbf{x}\right) \tag{5.17a}
\end{equation*}
$$

if $s^{*}$ occurs in the bottom row and $t^{*}$ is in the top row, then

$$
\begin{equation*}
\alpha_{r s^{*} t}(\mathbf{x})=\beta\left(h k_{r} \circ \mathbf{x}\right), \quad \beta_{r s^{*} t^{*}}(\mathbf{x})=\alpha\left(h k_{r} \circ \mathbf{x}\right) \tag{5.17b}
\end{equation*}
$$

The coefficients with conjugate indices are given by

$$
\begin{equation*}
\alpha_{r+s t}(\mathbf{x})=\alpha_{r s^{*} t^{*}}(\lambda \circ \mathbf{x}), \quad \beta_{r^{*} s t}(\mathbf{x})=\beta_{r s^{*} t *}(\lambda \circ \mathbf{x}) \tag{5.17c}
\end{equation*}
$$

Proof: By Table II, its extension to $p>q$, and Theorems 5.2 and 5.3. Observe in particular that the 120 triples in the set $\left\{\left(r, s^{*}, t^{*}\right),\left(r, t^{*}, s^{*}\right)\right\}$ obtained by the conditions (5.16c) enumerate exactly the triples in the left half of the extended Table II, with half in Table II.

Properties of the coefficient functions $\alpha(\mathbf{x})$ and $\beta(\mathbf{x})$ are very important for deriving distinct relations between the 12 functions $F_{r}$, as shown by the application of Theorems 5.2 and 5.3. These properties can be quite tedious to verify. In what follows we prove an important result that implies the existence of various properties of these coefficients which allows us to ignore, for some purposes, the details. Let us define a relation between the 12 functions $F_{r}$ to be " $F$ linear" if the relation is invariant under the substitutions $F_{r} \mapsto \mu F_{r}$ for $r=1,2, \ldots, 6,1^{*}, 2^{*}, \ldots, 6^{*}, \mu \in \mathbf{R}$. The following theorem then greatly simplifies the proofs of the results obtained in the sequel.

Theorem 5.5: Let ( $r, s, t$ ) be distinct integers in the standard domain. Then one can derive from the basic relation (5.1) at most one $F$-linear three-term relation

$$
\begin{equation*}
F_{r}(\mathbf{x})=\alpha_{r s t}(\mathbf{x}) F_{s}(\mathbf{x})+\beta_{r s t}(\mathbf{x}) F_{t}(\mathbf{x}) \tag{5.18}
\end{equation*}
$$

between the functions $F_{r}(\mathbf{x}), F_{s}(\mathbf{x})$, and $F_{t}(\mathbf{x})$.
Proof: If there are two relations of the form (5.18), then $F_{r}(\mathbf{x}), F_{s}(\mathbf{x})$, and $F_{t}(\mathbf{x})$ are pairwise related, i.e., two-term relations exist between these functions. Applying the transformation $\mathbf{x} \rightarrow k_{p} \circ \mathbf{x}$ to these three (hypothetical) two-term relations, we find two-term relations between all functions with index pairs given by $(r \cdot p, s \cdot p)$, $(r \cdot p, t \cdot p)$, and $(s \cdot p, t \cdot p)$, with $p \in\left\{1,2, \ldots, 6,1^{*}, 2^{*}, \ldots, 6^{*}\right\}$.

Let us write $r \sim s$ if $F_{r}(\mathbf{x})=\gamma_{r s}(\mathbf{x}) F_{s}(\mathbf{x})$, where $\gamma_{r s}$ is a quotient of products of gamma functions. The relation $\sim$ is then an equivalence relation between the integers $r$ and $s$. The existence of two relations of the form (5.18) then implies that

$$
\begin{equation*}
r \cdot p \sim s \cdot p \sim t \cdot p, \quad p \in\left\{1,2, \ldots, 6,1^{*}, 2^{*}, \ldots, 6^{*}\right\} . \tag{5.19a}
\end{equation*}
$$

Our strategy is to use this last result, which is implied by the existence of two relations of the form (5.18), to show that $2^{*} \sim 4^{*}$, i.e., that $F_{2^{*}}(x)$ and $F_{4^{*}}(x)$ are related by a two-term relation. But this is false, since, by assumption, the basic relation (5.1) is a three-term relation. This contradiction will then prove the theorem.

We need to show that the set of equivalence relations (5.19a) implies $2^{*} \sim 4^{*}$ for every possible choice of ( $r, s, t$ )
with $r<s<t$. In many instances, it is possible to show that

$$
\begin{equation*}
r \cdot p \sim s \cdot p, \quad p \in\left\{1,2, \ldots, 6,1^{*}, 2^{*}, \ldots, 6^{*}\right\} \tag{5.19b}
\end{equation*}
$$

implies $2^{*} \sim 4^{*}$. We consider these cases first.
Recall that $r \sim s$ implies all the equivalences (5.19b), i.e., each pair of integers occurring in the same column and row $r$ and row $s$ of the index array $J$ is equivalent. For example, for $(r, s)=(1,3)$ we find from columns $2^{*}$ and $4^{*}$ that $1 \sim 3$ implies $2^{*} \sim 6^{*}$ and $6^{*} \sim 4^{*}$, i.e., $1 \sim 3$ implies $2^{*} \sim 4^{*}$. The conjugate result, $1^{*} \sim 3^{*}$ implies $2 \sim 4$ is obtained similarly. In this way, we verify that

$$
\begin{equation*}
r \sim s \text { implies } 2^{*} \sim 4^{*}, \quad r^{*} \sim s^{*} \text { implies } 2 \sim 4 \tag{5.20a}
\end{equation*}
$$

for all pairs

$$
\begin{align*}
(r, s)= & (1,3),(1,5),(1,6),(2,3)(2,4) \\
& (2,6),(3,4),(3,5),(4,6),(5,6) \tag{5.20b}
\end{align*}
$$

For the "missing" pairs $(r, s)=(1,2),(1,4),(2,5)$, $(3,6),(4,5)$, we find $1 \sim 2$ implies $1 \sim 3,1 \sim 4$ implies $2 \sim 6$, $2 \sim 5$ implies $1 \sim 4,3 \sim 6$ implies $2 \sim 6$, and $4 \sim 5$ implies $1 \sim 2$. Combining these equations first among themselves, as necessary, and then with (5.20a) and (5.20b), we find that relation (5.20a) is also valid for

$$
\begin{equation*}
(r, s)=(1,2),(1,4),(2,5),(3,6),(4,5) \tag{5.20c}
\end{equation*}
$$

Next, we use the fact that the existence of two threeterm relations between the same three functions implies the equivalence, not of pairs of indices, but of triples, as given by (5.19a). Since each triple always includes a pair of indices in the sets (5.20b) and (5.20c) or the conjugates of these pairs, we conclude that $r \sim s \sim t$ implies $2^{*} \sim 4^{*}$ for all possible triples.

Remark: Theorem 5.5 implies that the relations between the $\alpha$ and $\beta$ functions given in (5.17a) and (5.17b) must be true, for otherwise the theorem would be false (by contradiction). Theorem 5.5 simplifies considerably the task of enumerating all additional $F$-linear three-term relations that can be derived from the results given in Table II.

Theorem 5.4 gives 120 relations derivable from the basic relation (5.1) by direct application of the group of transformations $\mathbf{x} \rightarrow g \circ \mathbf{x}, g \in G$. Further $F$-linear three-term relations can be found from these 120 by the process of elimination. We show next how this is done. There are two kinds of relations (given in Theorems 5.6 and 5.7 below).

Consider three relations of the form given by (5.16a) in Theorem 5.4:

$$
\begin{align*}
& F_{r}(\mathbf{x})=\alpha_{r p^{*} q^{*}}(\mathbf{x}) F_{p^{*}}(\mathbf{x})+\beta_{r p^{*} q^{*}}(\mathbf{x}) F_{q^{*}}(\mathbf{x})  \tag{5.21a}\\
& F_{s}(\mathbf{x})=\alpha_{s p^{*} q^{*}}(\mathbf{x}) F_{p^{*}}(\mathbf{x})+\beta_{s p^{*} q^{*}}(\mathbf{x}) F_{q^{*}}(\mathbf{x})  \tag{5.21b}\\
& F_{t}(\mathbf{x})=\alpha_{t p^{*} q^{*}}(\mathbf{x}) F_{p^{*}}(\mathbf{x})+\beta_{t p^{*} q^{*}}(\mathbf{x}) F_{q^{*}}(\mathbf{x}) \tag{5.21c}
\end{align*}
$$

where each triple $(r, p, q),(s, p, q),(t, p, q)$ is chosen by the rule ( 5.16 c ) and such that $r<s<t$. We can now prove the second principal result for three-term relations.

Theorem 5.6: There are 40 distinct $F$-linear relations between the functions $F_{r}$, with $r$ in the standard domain, obtainable by elimination between triples of relations of type (5.21a)-(5.21c). Twenty are given by
$\gamma_{r s t}(\mathrm{x}) F_{r}(\mathrm{x})+\delta_{r s t}(\mathrm{x}) F_{s}(\mathrm{x})+\epsilon_{r s t}(\mathrm{x}) F_{t}(\mathrm{x})=0, \quad$ (5.22a) and 20 by the conjugates to these:

$$
\begin{align*}
& \gamma_{r^{*} s^{*} t t^{*}}(\mathbf{x}) F_{r^{*}}(\mathbf{x})+\delta_{r^{*} s^{*} t}(\mathbf{x}) F_{s^{*}}(\mathbf{x}) \\
& +\epsilon_{r^{*} s^{*} t}(\mathbf{x}) F_{t}(\mathbf{x})=0 \tag{5.22b}
\end{align*}
$$

there being a relation of each type for each triple ( $r, s, t$ ) such that

$$
\begin{equation*}
r<s<t \in\{1,2, \ldots, 6\} \tag{5.22c}
\end{equation*}
$$

The coefficient functions are given explicitly in terms of $\alpha(\mathbf{x})$ and $\beta(\mathbf{x})$ by Eqs. (5.17a)-(5.17c) and the following relations and their conjugates:

$$
\begin{align*}
& \gamma_{r s t}(\mathbf{x})=\alpha_{s p^{*} q^{*}}(\mathbf{x}) \beta_{t p^{*} q^{*}}(\mathbf{x})-\alpha_{t p^{*} q^{*}}(\mathbf{x}) \beta_{s p p^{*} q^{*}}(\mathbf{x}),  \tag{5.23a}\\
& \delta_{r s t}(\mathbf{x})=\alpha_{t p^{*} q^{*}}(\mathbf{x}) \beta_{r p^{*} q^{*}}(\mathbf{x})-\alpha_{r p^{*} q^{*}}(\mathbf{x}) \beta_{t p^{*} q^{*}}(\mathbf{x}), \\
& \epsilon_{r s t}(\mathbf{x})=\alpha_{r p^{*} q^{*}}(\mathbf{x}) \beta_{s p^{*} q^{*}}(\mathbf{x})-\alpha_{s p^{*} q^{*}}(\mathbf{x}) \beta_{r p^{*} q^{*}}(\mathbf{x})
\end{align*}
$$

Proof: Equation (5.22a), with coefficient functions given by (5.23a)-(5.23c) follows directly from the three relations (5.21a)-(5.21c). The conjugate relation (5.22b) is obtained similarly. Thus, to prove the theorem, we must show that there are 20 distinct sets of three relations of the form ( 5.21 a$)-(5.21 \mathrm{c})$; i.e., a set for each triple ( $r, s, t$ ) satisfying conditions ( 5.22 c ).

Consider the left half of Table II (columns 1 through 6). The set of 60 triples $\left\{\left(r, p^{*}, q^{*}\right)\right\}$ associated with this half of the table can be described as follows. Select any pair $p \neq q$ from the set $\{1,2, \ldots, 6\}$, and then $r$ from the set $\{1,2, \ldots, 6\}$ $-\{p, q\}=\left\{r_{1}, r_{2}, r_{3}, r_{4}\right\}$. Then one of the two triples $\left(r_{i}\right.$, $\left.p^{*}, q^{*}\right)$ or ( $r_{i}, q^{*}, p^{*}$ ), but not both, occurs in the table for each $i=1,2,3,4$. This is true for all 30 choices of the pair $(p, q)$, thus giving all $(30 / 2) \times 4=60$ triples. For each pair $(p, q)$, then, there are four sets of three relations of the form (5.21a)-(5.21c), a set for each triple ( $r, s, t$ ) with $r<s<t$ selected from $\left\{r_{1}, r_{2}, r_{3}, r_{4}\right\}$.

We illustrate the preceding results with some examples. For $p=1, q=5$, we find ( $2,1^{*}, 5^{*}$ ), $\left(3,1^{*}, 5^{*}\right),\left(4,5^{*}, 1^{*}\right)$, and $\left(6,1^{*}, 5^{*}\right)$ from the table, so that $\left\{r_{1}, r_{2}, r_{3}, r_{4}\right\}=\{2,3,4,6\}$; the four sets of three relations (5.21a)-(5.21c) all have $(p, q)=(1,5)$ and correspond to $(r, s, t)=(2,3,4),(2,3,6),(2,4,6)$, or $(3,4,6)$. A second example $p=1, q=2$ leads to $(r, s, t)=(3,4,5),(3,4,6)$, or $(4,5,6)$, which illustrates that a given triple-in this case $(r, s, t)=(3,4,6)$-may be repeated, even though the index pairs $(p, q)=(1,5)$ and $(1,2)$ are not equal. For this reason, the same three functions $F_{3}, F_{4}$, and $F_{6}$ can be expressed in terms of $F_{1^{*}}$ and $F_{5^{*}}$, or in terms of $F_{1^{*}}$ and $F_{2^{*}}$. Either of these sets of three relations must lead, however, by Theorem 5.5 , to the same relation (5.22a), up to a common multiple of the coefficient functions.

Considering all 15 sets of four triples that can be obtained from the left half of Table II, we find all the possible $\binom{6}{3}=20$ triples ( $r, s, t$ ) with $r<s<t \in\{1,2, \ldots, 6\}$. Some triples are repeated, as noted above, but by Theorem 5.5, only one new relation per triple can be produced. The 20 relations corresponding to these index choices are relations between the $F_{r}$ with $r=1,2, \ldots, 6$; hence, all are new (i.e., not obtainable directly from Table II). Since the right half of the table is gotten by applying the *-operation to the left half, we also obtain relations (5.22b) for all $r, s, t$ satisfying (5.22c).

There is a second process of elimination that leads to three-term relations not obtainable from Theorems 5.4 and 5.6. We select any triple ( $r, s^{*}, t^{*}$ ) with $r \neq s \neq t \in\{1,2, \ldots, 6\}$ from the left half of the table, where we always find either ( $s^{*}, r, t$ ) or ( $s^{*}, t, r$ ). The corresponding three-term identities are

$$
\begin{align*}
& F_{r}(\mathrm{x})=\alpha_{r{ }^{*} t^{*}}(\mathrm{x}) F_{s^{*}}(\mathrm{x})+\beta_{r s^{*} t}(\mathrm{x}) F_{t^{*}}(\mathrm{x}),  \tag{5.24a}\\
& \mathrm{F}_{\mathrm{s}^{*}}(\mathrm{x})=\alpha_{\mathrm{s}^{*} \cdot \mathrm{t}}(\mathrm{x}) \mathrm{F}_{r}(\mathrm{x})+\beta_{\mathrm{s}^{*} \mathrm{t}}(\mathrm{x}) \mathrm{F}_{\mathrm{t}}(\mathrm{x}), \tag{5.24b}
\end{align*}
$$

where the coefficient functions are given explicitly by (5.17a)-(5.17c). We now eliminate $F_{s^{*}}(x)$ between (5.24a) and (5.24b), which leads to the third principal result for three-term relations.

Theorem 5.7: There are 60 distinct $F$-linear relations between the $F_{r}$, with $r$ in the standard domain, obtainable by elimination between pairs of relations of type (5.24a) and (5.24b). Thirty are given by

$$
\begin{equation*}
\xi_{\mathrm{rt} t^{*}}(\mathrm{x}) F_{r}(\mathrm{x})+\eta_{r t t^{*}}(\mathrm{x}) F_{t}(\mathrm{x})+\zeta_{r t t^{*}}(\mathrm{x}) F_{t}(\mathrm{x})=0, \tag{5.25a}
\end{equation*}
$$

and 30 by the conjugates to these:

$$
\begin{gather*}
\xi_{r^{*} t^{*} t}(\mathbf{x}) F_{r^{*}}(\mathbf{x})+\eta_{r^{*} t}(\mathbf{x}) F_{t^{*}}(\mathbf{x}) \\
\quad+\zeta_{r^{*} t^{*} t}(\mathbf{x}) F_{t}(\mathbf{x})=0, \tag{5.25b}
\end{gather*}
$$

there being a relation of each type for each

$$
\begin{equation*}
r \neq t \in\{1,2, \ldots, 6\} \tag{5.25c}
\end{equation*}
$$

The coefficient functions are given explicitly in terms of $\alpha(\mathbf{x})$ and $\beta(\mathbf{x})$ by Eqs. (5.17a)-(5.17c) and the following relations and their conjugates:

$$
\begin{align*}
& \xi_{r t t^{*}}(\mathbf{x})=\alpha_{r s^{*} t^{*}}(\mathbf{x}) \alpha_{s^{*} r t}(\mathbf{x})-1,  \tag{5.26a}\\
& \eta_{r t *^{*}}(\mathbf{x})=\alpha_{r s^{*} t^{*}}(\mathbf{x}) \beta_{s^{*} r t}(\mathbf{x}),  \tag{5.26b}\\
& \xi_{r t t^{*}}(\mathbf{x})=\beta_{r s^{*} t}(\mathbf{x}) . \tag{5.26c}
\end{align*}
$$

All indices in these relations should be conjugated in obtaining the coefficient functions in Eqs. (5.25b).

Proof: Elimination of $F_{s^{*}}(\mathbf{x})$ between the expressions (5.24a) and (5.24b) gives (5.25a) with the coefficients defined by (5.26a)-(5.26c). We find from Table II that all choices of indices $r \neq t \in\{1,2, \ldots, 6\}$ occur, some pairs ( $r, t$ ) more than once for the same $s^{*}$. Whenever (5.24) occur, so do their conjugates. By Theorem 5.5, we can obtain one relation, up to a common factor between the coefficients, for each triple ( $\mathrm{r}, \mathrm{t}, \mathrm{t}^{*}$ ).

Our final theorem is the following.
Theorem 5.8: All $F$-linear three-term relations between the 12 functions $F_{r}$, with $r$ in the standard range, which are obtainable from (5.1) by transformations from the group $G$ and by elimination, are given in Theorems 5.4, 5.6, and 5.7.

Proof: There are $\left({ }_{3}^{12}\right)=220$ distinct choices of the indices $r<s<t$, with the indices in the standard range, and we have given exactly this number of three-relations in Theorems 5.4, 5.6, and 5.7. Moreover, none of these relations can degenerate to a two-term relation (for general values of $\mathbf{x}$ ), since Theorem 5.5 would then be violated.

We note that each of the possible 220 choices of the triple ( $r, s, t$ ) corresponds to an $F$-linear three-term relation. If there were a direct way of seeing this, our paper could be considerably shortened.

Remark: As noted earlier, the coefficient functions $\alpha(\mathbf{x})$ and $\beta(\mathbf{x})$ must possess a number of properties beyond those already given in Theorems 5.2 and 5.3 in order that Theorem 5.5 be valid. Let us give an illustrative example. Consider the transformation of the basic relation (5.1) corresponding to the elements of the Abelian group of involutions $\left\{I, k_{2^{*}}, k_{4^{*}}, k_{5}\right\}$, which is the transformation $A^{-1} M A$ of the group $M$ defined by (4.5). This leads to three additional relations:

$$
\begin{align*}
& F_{2^{*}}(\mathbf{x})=\alpha\left(k_{2^{*}} \circ \mathbf{x}\right) F_{1}(\mathbf{x})+\beta\left(k_{2^{*}} \circ \mathbf{x}\right) F_{5}(\mathbf{x})  \tag{5.27a}\\
& F_{4^{*}}(\mathbf{x})=\alpha\left(k_{4^{*}} \circ \mathbf{x}\right) F_{5}(\mathbf{x})+\beta\left(k_{4^{*}} \circ \mathbf{x}\right) F_{1}(\mathbf{x})  \tag{5.27b}\\
& F_{5}(\mathbf{x})=\alpha\left(k_{5^{\circ}} \circ \mathbf{x}\right) F_{4^{*}}(\mathbf{x})+\beta\left(k_{5} \circ \mathbf{x}\right) F_{2^{*}}(\mathbf{x}) \tag{5.27c}
\end{align*}
$$

Eliminating $F_{2^{*}}(x)$ between (5.1) and (5.27a) leads to a relation between $F_{1}(\mathbf{x}), F_{4^{*}}(\mathbf{x})$, and $F_{5}(\mathbf{x})$, which is exactly the relation ( 5.27 b ) because of the identities,

$$
\begin{align*}
& \alpha(\mathbf{x}) \alpha\left(k_{2^{*}} \circ \mathbf{x}\right)+\beta(\mathbf{x}) \beta\left(k_{4^{*}} \circ \mathbf{x}\right)=1  \tag{5.28}\\
& \alpha(\mathbf{x}) \beta\left(k_{2^{*}} \circ \mathbf{x}\right)+\beta(\mathbf{x}) \alpha\left(k_{4^{*}} \circ \mathbf{x}\right)=0 .
\end{align*}
$$

The correctness of these relations may be verified directly from the definitions (4.21a) and (4.21b). The compatibility of the set of four relations (5.1) and (5.27a)-(5.27c) is implied by (5.28).

We conclude this section by noting the relationship between the results obtained here and those of Whipple (see also Bailey ${ }^{6}$ and Slater ${ }^{1}$ ). We refer to Slater's tabulation of these results, and use the notation introduced there. The set $F_{p}(\rho)$ [resp. $\left.F_{n}(\rho)\right]$ for each $\rho \in\{0,1, \ldots, 5\}$ is defined by $F_{p}(\rho)=\left\{F_{p}(\rho ; \sigma, \tau) \mid \sigma<\tau \in\{0,1, \ldots, 5\}-\{\rho\}\right\}$,
[resp.

$$
\begin{equation*}
\left.F_{n}(\rho)=\left\{F_{n}(\rho ; \sigma, \tau) \mid \sigma<\tau \in\{0,1, \ldots, 5\}-\{\rho\}\right\} .\right] \tag{5.29b}
\end{equation*}
$$

Each of the ten symbols in a given one of these sets denotes $\mathrm{a}_{3} F_{2}$ series having distinct sets of numerator and denominator parameters. Thus, we have defined in Eqs. (5.29) 12 sets, each containing ten ${ }_{3} F_{2}$ series with distinct parameter sets. (The letters $p$ and $n$ serve to denote two types of sets.) In all, we have $120{ }_{3} F_{2}$ series, each with its distinct parameter set, distributed into 12 sets of ten each. The 12 sets are given in Tables 4.2 and 4.3 of Slater, where typical parameters of the ten functions in each set are listed.

It is convenient to extend the sets $F_{p}(\rho)$ [resp. $F_{n}(\rho)$ ] to 120 functions, obtained by including all 12 "place" permutations of the numerator and denominator parameters for each of the ten ${ }_{3} F_{2}$ series in the set. We denote these extended sets by the notation $\mathscr{F}_{p}(\rho)$ [resp. $\mathscr{F}_{n}(\rho)$ ]. We now have 1440 distinct ${ }_{3} F_{2}$ series (counting the place permutations of numerator and denominator parameters as distinct) distributed into 12 sets, each containing 120 functions. Finally, we also introduce the 12 sets of functions $\mathscr{F}_{r}$ defined by

$$
\begin{equation*}
\mathscr{F}_{r}=\left\{F_{r}(h \circ \mathbf{x}) \mid h \in H ; \mathbf{x}=A^{-1} \mathbf{o} \mathbf{a}\right\} \tag{5.30a}
\end{equation*}
$$

each $r$ in the standard domain. The functions in this set may also be written [cf. (2.6a), (3.4), (4.17), (4.18a)] as

$$
\begin{equation*}
\left.F_{r}(h o \mathbf{x})\right|_{\mathrm{x}=\mathrm{A}^{-\mathrm{l}_{\mathrm{og}}}}=\widehat{3}_{3} \widehat{F}_{2}\left(k_{r}^{\prime} h^{\prime} \mathrm{oa}\right), \tag{5.30b}
\end{equation*}
$$

where

$$
\begin{equation*}
k_{r}^{\prime}=A k_{r} A^{-1}, \quad h^{\prime}=A h A^{-1} \tag{5.30c}
\end{equation*}
$$

With these preliminaries, the results obtained by Whipple (Tables 4.2 and 4.3 in Slater) have the following comprehensive explanation in terms of the group $G$ and the subgroup $H$.
(i) The sets of functions $\mathscr{F}_{p}(\rho), \mathscr{F}_{n}(\rho)$, and $\mathscr{F}_{r}$ are related by

$$
\begin{gather*}
\mathscr{F}_{p}(\rho)=\mathscr{F}_{\rho+1}, \quad \mathscr{F}_{n}(\rho)=\mathscr{F}_{(\rho+1)^{*}},  \tag{5.31}\\
\rho=0,1, \ldots, 5
\end{gather*}
$$

[see (4.26a) and (4.26b), (4.30b) and (4.30c), and (4.31)]. Thus, the 12 sets of functions given in Slater's two tables are one-to-one with the left cosets of $H$ in $G$ (equivalently, with the left cosets of $H_{A}$ in $G_{A}$ ). The functions in a given set, e.g., $F_{p}(\rho)$ [resp. $\left.F_{n}(\rho)\right]$, which is now trivially extended to $\mathscr{F}_{\mathrm{p}}(\rho)$ [resp. $\left.\mathscr{F}_{n}(\rho)\right]$, and contains 120 functions as described above, are those with parameters

$$
\begin{aligned}
\mathbf{a}^{\prime}= & k_{\rho+1}^{\prime} h^{\prime} \mathrm{oa} \quad\left(\text { resp. } \mathbf{a}^{\prime}=k_{(\rho+1)}^{\prime} \cdot h^{\prime} \circ \mathbf{a}\right), \\
& h^{\prime} \in H_{A} .
\end{aligned}
$$

The functions within a given set are then all equal because the subgroup $H$ is an invariance group of the function $F(x)$, or, equivalently, because $H_{r}=k_{r}^{-1} H k_{r}$ is an invariance group of the function $F_{r} \in \mathscr{F}_{r}$ [see (4.32)]. It is important to observe that this implies there are no new results for twoterm relations beyond $F(h \circ x)=F(x), h \in H$, which are contained in Slater's tables: the invariance of the functions in the set $\mathscr{F}_{r}$ under the group $H_{r}$ is equivalent to the invariance of the functions in the set $\mathscr{F}_{1}=\mathscr{F}_{p}(0)$ under the group $H$.
(ii) Theorems 5.4, 5.6, and 5.7 together give 220 relations between the 12 functions $F_{r}(x)$, with $r$ in the standard range. As noted, these relations split into a set of 110 rela-
tions and a set of 110 conjugate relations, where the relation conjugate to a given one is obtained by the transformation $\mathbf{x} \rightarrow \lambda \circ \mathbf{x}$. [This transformation interchanges the letters $n$ and $p$ in (5.29) and (5.31).] The results given in Slater's Sec. 4.3.2 (or Sec. 3.7 in Bailey) are related to those given in Theorems 5.4, 5.6, and 5.7 as follows. Slater's (4.3.2.1) and its conjugate (4.3.2.2) are two of the 120 relations given in Theorem 5.4; (4.3.2.3) and its conjugate (4.3.2.4) are two of the 40 relations given in Theorem 5.6; and (4.3.2.5) and its conjugate (4.3.2.6) are two of the 60 relations given in Theorem 5.7.
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Continuous Hahn polynomials have surfaced in a number of somewhat obscure physical applications. For example, they have emerged in the description of two-photon processes in hydrogen, hard-hexagon statistical mechanical models, and Clebsch-Gordan expansions for unitary representations of the Lorentz group $S O(3,1)$. In this paper it is shown that there is a simple and elegant way to construct these polynomials using the Heisenberg algebra.

## I. INTRODUCTION

Most of the familiar orthogonal polynomials of mathematical physics satisfy second-order linear eigenvalue differential equations. The Hahn polynomials are unusual in that they satisfy a second-order difference rather than differential equation.

Originally, the Hahn polynomials ${ }^{1}$ were constructed as totally discrete analogs of the more conventional polynomials of mathematical physics. These polynomials were originally defined by two three-term recursion relations, one in the index and one in the argument, and were shown to satisfy a discrete orthogonality relation. It was only very recently in 1985, that Atakishiyev and Suslov ${ }^{2}$ and Askey ${ }^{3}$ generalized these discrete polynomials to continuous polynomials in the following sense: (1) the argument can be extended from a discrete variable to a continuous variable; (2) the orthogonality relation can be written as an integral rather than as a sum over a weight function; and (3) the index can be analytically continued to complex numbers. This continuous generalization establishes a complete analog between the Hahn polynomials ${ }^{4}$ and the more conventional polynomials of mathematical physics except for the fact that the continuous Hahn polynomials satisfy functional difference rather than differential equations.

In this paper we consider a special class of continuous Hahn polynomials which we designate $S_{n}(x)$. We have organized our presentation as follows. Section II discusses the elementary properties of $S_{n}(x)$, some of which are new results. In Sec. III we give the main result of this paper; namely, the connection between the Heisenberg algebra and $S_{n}(x)$. More detailed mathematical properties of $S_{n}(x)$, such as its asymptotic behavior, its zeros, its representation as a generalized hypergeometric function, and the expansion of functions as a series of $S_{n}(x)$, are discussed in Sec. IV.

## II. ELEMENTARY PROPERTIES OF $S_{n}(x)$

The first few polynomials $S_{n}(x)$ are

$$
\begin{aligned}
& S_{0}(x)=(1) \\
& S_{1}(x)=x \\
& S_{2}(x)=\frac{1}{2}\left(x^{2}-1\right) \\
& S_{3}(x)=\frac{1}{6}\left(x^{3}-5 x\right)
\end{aligned}
$$

*) Permanent address: Physics Department, University of Southern Mississippi, Hattiesburg, Mississippi 39401.

$$
\begin{align*}
S_{4}(x)= & \frac{1}{24}\left(x^{4}-14 x^{2}+9\right) \\
S_{5}(x)= & \frac{1}{120}\left(x^{5}-30 x^{3}+89 x\right) \\
S_{6}(x)= & \frac{1}{720}\left(x^{6}-55 x^{4}+439 x^{2}-225\right)  \tag{2.1}\\
S_{7}(x)= & (1 / 7!)\left(x^{7}-91 x^{5}+1519 x^{3}-3429 x\right) \\
S_{8}(x)= & (1 / 8!)\left(x^{8}-140 x^{6}+4214 x^{4}\right. \\
& \left.-24940 x^{2}+11025\right) \\
S_{9}(x)= & (1 / 9!)\left(x^{9}-204 x^{7}+10038 x^{5}\right. \\
& \left.-122156 x^{3}+230481 x\right) \\
S_{10}(x)= & (1 / 10!)\left(x^{10}-285 x^{8}+21378 x^{6}\right. \\
& \left.-463490 x^{4}+2250621 x^{2}-893025\right) .
\end{align*}
$$

To compute these polynomials we can use the two-term recursion relation

$$
\begin{equation*}
n S_{n}(x)=x S_{n-1}(x)-(n-1) S_{n-2}(x) \tag{2.2}
\end{equation*}
$$

If we define the generating function $G(t)$ by

$$
\begin{equation*}
G(t)=\sum_{n=0}^{\infty} t^{n} S_{n}(x) \tag{2.3}
\end{equation*}
$$

then the recursion relation (2.2) gives a simple differential equation satisfied by $G(t)$ :

$$
\begin{equation*}
\left(1+t^{2}\right) G^{\prime}(t)=(x-t) G(t) \tag{2.4}
\end{equation*}
$$

The solution to (2.4) satisfying the normalization condition $G(0)=1$ is

$$
\begin{equation*}
G(t)=e^{x \arctan t} /\left(1+t^{2}\right)^{1 / 2} \tag{2.5}
\end{equation*}
$$

Applying the Cauchy integral formula to (2.5) gives a simple integral representation for $S_{n}(x)$ :

$$
\begin{equation*}
S_{n}(x)=\frac{1}{2 \pi i} \oint_{C} \frac{d z}{z^{n+1}} \frac{e^{x \arctan z}}{\left(1+z^{2}\right)^{1 / 2}} \tag{2.6}
\end{equation*}
$$

where $C$ is a contour encircling the origin in the $z$ plane.
The functional difference equation that the polynomials $S_{n}(x)$ satisfy is

$$
\begin{align*}
& (1-i x) S_{n}(x+2 i)+(1+i x) S_{n}(x-2 i) \\
& \quad=(4 n+2) S_{n}(x) \tag{2.7}
\end{align*}
$$

It is not easy to find equations that relate $S_{n}(x)$ and its derivatives. The simplest such relation we have found is

$$
\begin{equation*}
S_{n}^{\prime}(x)=\sum_{j=0}^{[(n-1) / 2]} \frac{S_{n-1-2 j}(x)}{2 j+1}(-1)^{j} \tag{2.8}
\end{equation*}
$$

It is easy to discover the weight function $W(x)$ for the orthogonality relation satisfied by $S_{n}(x)$ using experimental methods. If we require that $S_{n}(x)$ satisfy an orthonormality relation of the general form

$$
\begin{equation*}
\int_{-a}^{a} d x W(x) S_{n}(x) S_{m}(x)=\delta_{m n} \tag{2.9}
\end{equation*}
$$

we can assume that $W(x)$ is an even function because the polynomials exhibit parity. Then we can compute the first few even moments $\mu_{2 n}$ of $W(x)$ :

$$
\begin{equation*}
\mu_{2 n}=\int_{-a}^{a} d x W(x) x^{2 n} \tag{2.10}
\end{equation*}
$$

The results are $\mu_{0}=1, \mu_{2}=1, \mu_{4}=5, \mu_{6}=61, \mu_{8}$ $=1385, \ldots$, which we recognize are just the absolute values of the Euler numbers

$$
\begin{equation*}
\mu_{2 n}=\left|E_{2 n}\right| \tag{2.11}
\end{equation*}
$$

From the integral formula ${ }^{5}$

$$
\begin{equation*}
\frac{1}{2} \int_{-\infty}^{\infty} \frac{d x x^{2 n}}{\cosh (\pi x / 2)}=\left|E_{2 n}\right| \tag{2.12}
\end{equation*}
$$

we immediately identify $a=\infty$ in (2.10) and the weight function

$$
\begin{equation*}
W(x) \equiv 1 / 2 \cosh (\pi x / 2) \tag{2.13}
\end{equation*}
$$

It is easy to verify the orthogonality condition

$$
\begin{equation*}
\int_{-\infty}^{\infty} \frac{d x S_{n}(x) S_{m}(x)}{2 \cosh (\pi x / 2)}=\delta_{m n} \tag{2.14}
\end{equation*}
$$

We insert the complex integral representation for $S_{n}(x)$ in (2.6) and interchange orders of integration. Then we use the integral identity ${ }^{6}$

$$
\begin{equation*}
\frac{1}{2} \int_{-\infty}^{\infty} d x \frac{\cosh (x z)}{\cosh (\pi x / 2)}=\frac{1}{\cos z} \quad(|z|<\pi / 2) \tag{2.15}
\end{equation*}
$$

and the trigonometric identity

$$
\begin{align*}
& \left(z^{2}+1\right)^{1 / 2}\left(z^{\prime 2}+1\right)^{1 / 2} \cos \left(\arctan z+\arctan z^{\prime}\right) \\
& \quad=1-z z^{\prime} \tag{2.16}
\end{align*}
$$

The result is

$$
\begin{aligned}
\int_{-\infty}^{\infty} & \frac{d x S_{n}(x) S_{m}(x)}{2 \cosh (\pi x / 2)} \\
& =\frac{1}{(2 \pi i)^{2}} \oint_{C} \oint_{C} \frac{d z d z^{\prime}}{z^{m+1} z^{\prime n+1}\left(1-z z^{\prime}\right)}=\delta_{m n}
\end{aligned}
$$

Further mathematical properties of the polynomials $S_{n}(x)$ are discussed in Sec. IV.

## III. CONNECTION WITH QUANTUM MECHANICS

We now proceed with a discussion of the connection between $S_{n}(x)$ and the Heisenberg algebra.

The Heisenberg algebra consists of two Hermitian operators $p$ and $q$ which satisfy the commutation relation

$$
\begin{equation*}
[q, p]=i \tag{3.1}
\end{equation*}
$$

In terms of $q$ and $p$ we construct a set of homogeneous polynomial operators $T_{m, n}$. Here $T_{m, n}$ is defined as the sum of all possible terms containing $m$ factors of $p$ and $n$ factors of $q$ and is thus a totally symmetric Hermitian object containing $(m+n)!/(m!n!)$ individual terms. For example,

$$
\begin{aligned}
& T_{0,1}=q \\
& T_{1,1}=p q+q p \\
& T_{2,1}=p^{2} q+p q p+q p^{2} \\
& T_{2,2}=q p q p+p q p q+p q^{2} p+p q^{2} q+p^{2} q^{2}+q^{2} p^{2}
\end{aligned}
$$

The operators $T_{m, n}$ exhibit some very elementary properties:

$$
\begin{align*}
& {\left[q, T_{m, n}\right]=i(m+n) T_{m-1, n}}  \tag{3.2}\\
& {\left[T_{m, n}, p\right]=i(m+n) T_{m, n-1}}  \tag{3.3}\\
& T_{m, m+k}=\frac{(2 m+k)!m!}{(2 m)!(m+k)!} \frac{1}{2}\left\{T_{m, m}, q^{k}\right\}_{+}  \tag{3.4}\\
& T_{m+k, m}=\frac{(2 m+k)!m!}{(2 m)!(m+k)!} \frac{1}{2}\left\{T_{m, m}, p^{k}\right\}_{+} \tag{3.5}
\end{align*}
$$

The connection between the operators $T_{m, n}$ and the polynomials $S_{n}(x)$ is extremely simple. First consider $T_{n, n}$. Using the commutation relation (3.1) one can always restructure $T_{n, n}$ as a polynomial in $T_{1,1}$; this polynomial is proportional to $S_{n}\left(T_{1,1}\right)$ (see Ref. 7):

$$
\begin{equation*}
T_{n, n}=[1 /(2 n-1)!!] S_{n}\left(T_{1,1}\right) \tag{3.6}
\end{equation*}
$$

Using (3.4) we can generalize (3.6) slightly to read

$$
\begin{equation*}
T_{m, m+k}=\frac{(2 m+k)!}{(m+k)!2^{m+1}}\left\{q^{k}, S_{m}\left(T_{1,1}\right)\right\}_{+} \tag{3.7}
\end{equation*}
$$

In fact, we could regard (3.6) as the defining equation for $S_{n}(x)$. The formula in (3.4) would then be in exact analogy with the defining equation for Chebyshev polynomial; the fact that $\cos (n \theta)$ is a polynomial in $\cos \theta$ allows one to define the $n$th Chebyshev polynomial $T_{n}(x)$ by

$$
\cos (n \theta) \equiv T_{n}(\cos \theta)
$$

We conclude this section with a heuristic discussion of the connection between the algebra of the polynomials $S_{n}(x)$ and quantum mechanics. We argue that the polynomials $S_{n}(x)$ are, in fact, the discrete analogs of the Hermite polynomials $\mathrm{He}_{n}(x)$. The first few Hermite polynomials are

$$
\begin{align*}
& \mathrm{He}_{0}(x)=1 \\
& \mathrm{He}_{1}(x)=x \\
& \mathrm{He}_{2}(x)=x^{2}-1  \tag{3.8}\\
& \mathrm{He}_{3}(x)=x^{3}-3 x \\
& \mathrm{He}_{4}(x)=x^{4}-6 x^{2}+3 \\
& \mathrm{He}_{5}(x)=x^{5}-10 x^{3}+15 x
\end{align*}
$$

The Hermite polynomials satisfy an eigenvalue differential equation ${ }^{8}$

$$
\begin{equation*}
\mathrm{He}_{n}^{\prime \prime}(x)-x \mathrm{He}_{n}^{\prime}(x)+n \mathrm{He}_{n}(x)=0 \tag{3.9}
\end{equation*}
$$

The eigenvalue difference equation in (2.7) may be recast in a form in which the discrete differences are explicit:

$$
\begin{align*}
& \frac{S_{n}(x+2 i)-2 S_{n}(x)+S_{n}(x-2 i)}{(2 i)^{2}} \\
& -x \frac{S_{n}(x+2 i)-S_{n}(x-2 i)}{4 i}+n S_{n}(x)=0 . \tag{3.10}
\end{align*}
$$

The first term in (3.10) is the central second difference,

$$
D^{2} S_{n}^{(x)}=\left[S_{n}(x+h)-2 S_{n}+S_{n}(x-h)\right] / h^{2},
$$

and the second term is the central first difference,

$$
D S_{n}(x)=\left[S_{n}(x+h)-S_{n}(x-h)\right] /(2 h)
$$

where $h=2 i$. Thus (3.9) takes the form

$$
\begin{equation*}
D^{2} S_{n}(x)-x D S_{n}(x)+n S_{n}(x)=0 \tag{3.11}
\end{equation*}
$$

which is the lattice analog of 3.9. This similarity between difference and differential formulations of quantum mechanics has arisen in a very natural way. The polynomials $S_{n}(x)$ emerge from a formulation of quantum mechanics on a discrete-time lattice using the method of finite elements (see Ref. 7). Apparently, the Hahn polynomials $S_{n}(x)$ are the natural basis for the states in discrete-time quantum mechanics just as the Hermite polynomials $\mathrm{He}_{n}(x)$ are the natural coordinate space basis in the continuum. Both sets of polynomials arise from the same underlying Heisenberg al$\operatorname{gebra}[q, p]=i$.

## IV. FURTHER MATHEMATICAL PROPERTIES OF $\boldsymbol{S}_{n}(x)$

## A. Raising and lowering operators

It is well known that the Hermite polynomials $\mathrm{He}_{n}(x)$ listed in (3.8) can be constructed by means of raising and lowering operators $a^{\dagger}, a$. If we define $a=d / d x$ and $a^{\dagger}$ $=x-d / d x$, we find that

$$
\begin{aligned}
& a \mathrm{He}_{n}(x)=n \mathrm{He}_{n-1}(x) \\
& a^{\dagger} \mathrm{He}_{n}(x)=\mathrm{He}_{n+1}(x)
\end{aligned}
$$

where $\left[a, a^{\dagger}\right]=1$.

In similar fashion we can find a lowering operator $A$ for the Hahn polynomials $S_{n}(x)$ :

$$
\begin{equation*}
A=\tan \left(\frac{d}{d x}\right) \tag{4.1}
\end{equation*}
$$

The operator $A$ has the property that

$$
A S_{n}(x)= \begin{cases}S_{n-1}(x), & n>0  \tag{4.2}\\ 0, & n=0\end{cases}
$$

which follows easily from the integral representation for $S_{n}(x)$ in (2.6). The operator $A$ is well defined as a convergent Taylor series in powers of $d / d x$.

By the same logic the raising operator $A^{\dagger}$ is

$$
\begin{equation*}
A^{\dagger}=\cot \left(\frac{d}{d x}\right) \tag{4.3}
\end{equation*}
$$

Evidently this operator exists only in a formal sense; $A^{\dagger}$ is actually a nonlocal integral operator.

Note that since both $A$ and $A^{\dagger}$ are functions of $d / d x$ only, we seem to conclude formally that

$$
\begin{equation*}
\left[A, A^{\dagger}\right]=0 \tag{4.4}
\end{equation*}
$$

in contrast with $\left[a, a^{\dagger}\right]=1$. Indeed, the identity (4.4) holds when $\left[A, A^{\dagger}\right.$ ] operates on $S_{n}(x)(n>0)$. However, (4.4) is false when it operates on $S_{0}(x)=1$ apparently because of ambiguities associated with the definition of $[d / d x]^{-1}$.

## B. Representation of $S_{n}(x)$ as a generalized hypergeometric function

In Ref. 3 a general four-parameter class of continuous Hahn polynomials $P_{n}(x)$ is described. In this paper $P_{n}(x)$ satisfies an orthogonality relation

$$
\begin{equation*}
\int_{-\infty}^{\infty} P_{n}(x) P_{m}(x) W(x) d x=\frac{\Gamma(n+a+c) \Gamma(n+a+d) \Gamma(n+b+c) \Gamma(n+b+d)}{(2 n+a+b+c+d-1) \Gamma(n+a+b+c+d-1)} \delta_{n, m}, \tag{4.5}
\end{equation*}
$$

where

$$
\begin{equation*}
P_{n}(x)=i^{n} \frac{\Gamma(a+c+n) \Gamma(a+d+n)}{\Gamma(a+c) \Gamma(a+d) n!}{ }_{3} F_{2}(-n, n+a+b+c+d-1, a-i x ; a+c, a+d ; 1) \tag{4.6}
\end{equation*}
$$

and

$$
\begin{equation*}
W(x)=\frac{\Gamma(a+i x) \Gamma(b+i x) \Gamma(c-i x) \Gamma(d-i x)}{2 \pi} \tag{4.7}
\end{equation*}
$$

We obtain the connection between $S_{n}(x)$ and $P_{n}(x)$ if we expand our weight function in (2.13) as a product of four gamma functions. By comparing the result with (4.7) we can identify the parameters $a, b, c, d$ :

$$
\begin{equation*}
a=c=\frac{1}{4}, \quad b=d=\frac{3}{4} . \tag{4.8}
\end{equation*}
$$

From this result and a comparison of the orthogonality relations in (4.5) and (2.14), we can identify our polynomials $S_{n}(x)$ as generalized hypergeometric functions of argument 1:

$$
\begin{equation*}
S_{n}(x)=\frac{i^{n}}{\sqrt{n!}}{ }_{3} F_{2}\left(-n, n+1, \frac{1}{4}-\frac{i x}{4} ; \frac{1}{2}, 1 ; 1\right) \tag{4.9}
\end{equation*}
$$

The connection between our continuous Hahn polynomials and $3 j$ symbols is given in Eq. (1) of Ref. 3.

## C. Asymptotic behavior of $S_{n}(x)$ and distribution of zeros

One of the most prominent features of polynomials are their zeros. Using macsyma we computed the first one hundred polynomials $S_{n}(x)$ and their zeros. We found that the zeros of $S_{n}(x)$ are real and occur in symmetrical pairs centered about $x=0$ in a band that ranges just above $x=-2 n$ to just below $x=+2 n$. Our numeral results also suggest that as $n \rightarrow \infty$ the separation between adjacent zeros near a fixed value of $x$ slowly vanishes. In addition, the zeros of $S_{n}(x)$ and $S_{n+1}(x)$ interlace.

We now present an explicit asymptotic analysis which demonstrates the correctness of the above numerical observations for large $n$. We begin by rewriting the integral representation for $S_{n}(x)$ in (2.6) in Laplace form:

$$
S_{n}(x)=\oint \frac{d z}{2 \pi i} \psi(z) e^{\phi(z)}
$$

where

$$
\begin{equation*}
\psi(z)=1 / z\left(1+z^{2}\right)^{1 / 2} \tag{4.11}
\end{equation*}
$$

$$
\begin{equation*}
\phi(z)=-n \ln z+x \arctan z \tag{4.12}
\end{equation*}
$$

It is simplest to use the method of steepest descents ${ }^{9}$ to evaluate $S_{n}(x)$ in (4.10) as $n \rightarrow \infty$. We find the saddle points by solving $\phi^{\prime}(z)=0$. There are two saddle points located at

$$
\begin{equation*}
z_{ \pm}=\left[x \pm\left(x^{2}-4 n^{2}\right)^{1 / 2}\right] / 2 n \tag{4.13}
\end{equation*}
$$

Note that the value of $z_{ \pm}$is a function of $n$. If $|x|<2 n$ then $z_{ \pm} \sim x / 2 n \pm i(n \rightarrow \infty)$.

The controlling factor ${ }^{9}$ (the most rapidly varying component) of the leading asymptotic behavior of $S_{n}(x)$ as $n \rightarrow \infty$ is given by

$$
\begin{equation*}
e^{\phi\left(z_{+}\right)}+e^{\phi\left(z_{-}\right)} \tag{4.14}
\end{equation*}
$$

When $\phi\left(z_{ \pm}\right)$is imaginary $S_{n}(x)$ is oscillatory and when $\phi\left(z_{ \pm}\right)$is real $S_{n}(x)$ is growing and not oscillatory. From (4.13) we can see that the transition between these two distinct behaviors occurs when $z_{ \pm}$changes from complex to real. This happens at $|x|=2 n$. Thus, asymptotically, the zeros $\zeta_{k}(k=1,2,3, \ldots, n)$ of $S_{n}(x)$ must lie in the range $-2 n \leqslant \zeta_{k} \leqslant 2 n$.

It is easy to illustrate this result numerically using $\zeta_{n}$, the largest positive zero of $S_{n}(x)$. We have determined that

$$
\begin{array}{ll}
\zeta_{10} / 10=1.3428, & \zeta_{20} / 20=1.5638 \\
\zeta_{25} / 25=1.6191, & \zeta_{30} / 30=1.6594 \\
\zeta_{50} / 50=1.7520, & \zeta_{100} / 100=1.8399
\end{array}
$$

If we extrapolate these values of $\zeta_{n} / n$ we find that $\zeta_{n} / n \rightarrow 2$ as $n \rightarrow \infty$.

Next, we substitute (4.13) into (4.14) to obtain an explicit form for the controlling factor of the asymptotic behavior of $S_{n}(x)$ for large $n$. When $-2 n \leqslant x \leqslant 2 n$ we obtain the oscillatory controlling factor

$$
\cos \left(x \ln (4 n e / x)^{1 / 2}\right)
$$

Thus the $k$ th zero $\zeta_{k}$ of $S_{n}(x)$ satisfies the equation

$$
\begin{align*}
\zeta_{k} \ln \left(4 n e / \zeta_{k}\right)^{1 / 2} \sim & (k-(n+1) / 2) \pi \\
& (n \rightarrow \infty, \quad k=1,2, \ldots, n) \tag{4.15}
\end{align*}
$$

Therefore the separation $\Delta=\zeta_{h+1}-\zeta_{k}$ between two large consecutive zeros of $S_{n}(x)$ satisfies the asymptotic formula

$$
\begin{equation*}
\Delta \sim 2 \pi / \ln (4 n / \bar{\xi}) \quad(n \rightarrow \infty, \quad 1 \ll \bar{\xi} \ll 2 n) \tag{4.16}
\end{equation*}
$$

where $\bar{\zeta}=\left(\zeta_{k}+\zeta_{k+1}\right) / 2$. Note that for fixed $\bar{\zeta}, \Delta$ decays logarithmically as $n$ increases.

The asymptotic result in (4.16) is extremely accurate. In Table I we compare the exact value of $\Delta$ with the asymptotic prediction in (4.16) for the positive zeros of $S_{50}(x)$. Observe that except near $k=25$ and $k=50$ the relative error is much less than $1 \%$.

From (4.15) it is also evident that the zeros of consecutive polynomials $S_{n}(x)$ and $S_{n+1}(x)$ must interlace.

## D. Expansions of functions in series of $\boldsymbol{S}_{\boldsymbol{n}}(\boldsymbol{x})$

In this subsection we construct a general procedure for expanding an arbitrary function $f(x)$ as a series in $S_{n}(x)$ :

$$
\begin{equation*}
f(x)=\sum_{n=0}^{\infty} a_{n} S_{n}(x) \tag{4.17}
\end{equation*}
$$

Let us assume that $f(t)$ has a Fourier transform representation:

TABLE I. A comparison between the exact values of and the asymptotic predictions for the differences between pairs of consecutive zeros of $S_{50}(x)$. The zeros of $S_{50}(x)$ are labeled $\zeta_{k}(k=1,2, \ldots, 50)$. Only the positive zeros ( $k=26,27, \ldots, 50$ ) are listed. The exact separation between consecutive zeros is denoted $\Delta_{k}^{\text {(exact) }}=\zeta_{k+1}-\zeta_{k}$. The asymptotic prediction $\Delta_{k}^{\text {(asymptotic) }}$ is given in (43). Except for the smallest and largest values of $\zeta$ the agreement between $\Delta_{k}^{\text {(exact) }}$ and $\Delta_{k}^{\text {(asymptotic) }}$ is very strong.

| $k$ | $\xi_{k}$ | $\Delta_{k}^{\text {(exact) }}$ | $\Delta_{k}^{\text {(asymptotic) }}$ |
| :---: | ---: | :--- | :--- |
| 26 | 0.4885 | 1.1522 | 1.2001 |
| 27 | 1.6407 | 1.3915 | 1.4121 |
| 28 | 3.0323 | 1.5757 | 1.5874 |
| 29 | 4.6079 | 1.7370 | 1.7464 |
| 30 | 6.3449 | 1.8887 | 1.8971 |
| 31 | 8.2337 | 2.0364 | 2.0443 |
| 32 | 10.2701 | 2.1833 | 2.1907 |
| 33 | 12.4534 | 2.3319 | 2.3385 |
| 34 | 14.7853 | 2.4841 | 2.4894 |
| 35 | 17.2694 | 2.6417 | 2.6448 |
| 36 | 19.9111 | 2.8066 | 2.8063 |
| 37 | 22.7177 | 2.9808 | 2.9755 |
| 38 | 25.6985 | 3.1667 | 3.1541 |
| 39 | 28.8651 | 3.3671 | 3.3439 |
| 40 | 32.2322 | 3.5858 | 3.5474 |
| 41 | 35.8181 | 3.8276 | 3.7673 |
| 42 | 39.6457 | 4.0989 | 4.0073 |
| 43 | 43.7446 | 4.4091 | 4.2720 |
| 44 | 48.1536 | 4.7720 | 4.5677 |
| 45 | 52.9257 | 5.2098 | 4.0034 |
| 46 | 58.1355 | 5.7605 | 5.2925 |
| 47 | 63.8960 | 6.4976 | 5.7566 |
| 48 | 70.3936 | 7.5927 | 6.3358 |
| 49 | 77.9863 | 9.6115 | 7.1239 |
| 50 | 87.5978 | $\cdots$ | $\cdots$ |
|  |  |  |  |

$$
\begin{equation*}
f(t)=\int_{-\infty}^{\infty} d s e^{i s t} F(s) \tag{4.18}
\end{equation*}
$$

From the orthogonality relation in (2.14), the general formula for the coefficients $a_{n}$ is

$$
\begin{equation*}
a_{n}=\int_{-\infty}^{\infty} d t \frac{S_{n}(t) f(t)}{2 \cosh (\pi t / 2)} \tag{4.19}
\end{equation*}
$$

Substituting the expression for $f(t)$ in (4.18) and the integral representation for $S_{n}$ in (2.6) gives

$$
\begin{align*}
a_{n}= & \frac{1}{2 \pi i} \int_{-\infty}^{\infty} d s F(s) \oint \frac{d z}{z^{n+1}\left(1+z^{2}\right)^{1 / 2}} \\
& \times \int_{-\infty}^{\infty} d t \frac{e^{t(i s+\arctan z)}}{2 \cosh (\pi t / 2)}, \tag{4.20}
\end{align*}
$$

where we have interchanged orders of integration.
We can evaluate the $t$ integral using (2.15):

$$
\begin{aligned}
a_{n} & =\frac{1}{2 \pi i} \int_{-\infty}^{\infty} d s F(s) \oint d z \frac{\sec (i s+\arctan z)}{z^{n+1}\left(1+z^{2}\right)^{1 / 2}} \\
& =\int_{-\infty}^{\infty} d s \frac{F(s)}{\cosh s} \frac{1}{2 \pi i} \oint \frac{d z}{z^{n+1}} \frac{1}{1-i z \tanh s}
\end{aligned}
$$

Next, we evaluate the $z$ integral by expanding the denominator and integrating term by term:

$$
\begin{equation*}
a_{n}=i^{n} \int_{-\infty}^{\infty} \frac{d s F(s)}{\cosh s}(\tanh s)^{n} . \tag{4.21}
\end{equation*}
$$

We now consider some special cases.

Example 1: $f(x)=\delta(x), F(s)=(2 \pi)^{-1}$. Using the general formula ${ }^{10}$

$$
\begin{equation*}
\int_{0}^{\infty} \frac{\sinh ^{\mu} x}{\cosh ^{v} x}=\frac{1}{2} \frac{\Gamma((\mu+1) / 2) \Gamma((v-\mu) / 2)}{\Gamma((v+1) / 2)} \tag{4.22}
\end{equation*}
$$

we obtain

$$
a_{2 p}=\frac{(-1)^{p} \Gamma\left(p+\frac{1}{2}\right)}{p!2 \sqrt{\pi}}, \quad a_{2 p+1}=0
$$

Thus

$$
\begin{equation*}
\delta(x)=\sum_{p=0}^{\infty} S_{2 p}(x) \frac{(-1)^{p} \Gamma\left(p+\frac{1}{2}\right)}{p!2 \sqrt{\pi}} . \tag{4.23}
\end{equation*}
$$

Note that this formula is a special case of the general statement of completeness of the polynomials $S_{n}(x)$ :

$$
\begin{equation*}
\delta(x-a)=\sum_{n=0}^{\infty} \frac{S_{n}(x) S_{n}(a)}{2[\cos h(\pi x / 2) \cosh (\pi a / 2)]^{1 / 2}} \tag{4.24}
\end{equation*}
$$

If we set $a=0$ in (4.24) and use the property that

$$
\begin{align*}
& S_{2 n}(0)=\Gamma\left(n+\frac{1}{2}(-1)^{n} / n!\sqrt{\pi}\right.  \tag{4.25}\\
& S_{2 n+1}(0)=0
\end{align*}
$$

we recover (4.23).
Example 2: $f(x)=\delta(x-a), \quad F(s)=e^{-i s a} / 2 \pi$. Here we are rederiving the expansion in (4.24). For this choice of $F(s)$ the integral (4.21) can be done by considering a rectangular complex contour whose vertices are located at ( $-\infty,+\infty,+\infty+i \pi,-\infty+i \pi$ ). This contour encloses the ( $n+1$ )-order pole at $s=i \pi / 2$. Translating variables $s=i z+i \pi / 2$ and comparing with the expansion in (4.24) gives an interesting Rodrigues-like formula for $S_{n}(x)$ :

$$
\begin{equation*}
S_{n}(x)=\frac{1}{n!} \lim _{z \rightarrow 0}\left(\frac{d}{d z}\right)^{n} \frac{z^{n+1} e^{x z}(\cos z)^{n}}{(\sin z)^{n+1}} \tag{4.26}
\end{equation*}
$$

Example 3: $\quad f(x)=[2 \cosh (\pi t / 2)]^{-1}, \quad F(s)$ $=(2 \pi \cosh s)^{-1}$. For this case we evaluate (4.21) using (4.22) and obtain a formula for the expansion of the weight function $W(x)$ :

$$
\begin{equation*}
\frac{1}{2 \cosh (\pi x / 2)}=\sum_{p=0}^{\infty} \frac{S_{2 p}(x)(-1)^{p}}{\pi(2 p+1)} \tag{4.27}
\end{equation*}
$$

Example 4: $f(x)=\sin (a x), F(s)=(1 / 2 i)[\delta(s-a)$ $-\delta(s+a)]$. In this case we obtain from (4.21)
$\sin (a x)=\sum_{p=0}^{\infty} \frac{(-1)^{p}(\tanh a)^{2 p+1}}{\cosh a} S_{2 p+1}(x)$.
Similarly, we have

$$
\begin{equation*}
\cos (a x)=\sum_{p=0}^{\infty} \frac{(-1)^{p}(\tanh a)^{2 p}}{\cosh a} S_{2 p}(x) \tag{4.29}
\end{equation*}
$$

Finally, combining (4.28) and (4.29) and replacing $a$ by - ia, we have

$$
\begin{equation*}
e^{a x}=\sum_{n=0}^{\infty} \frac{(\tan a)^{n}}{\cos a} S_{n}(x) \tag{4.30}
\end{equation*}
$$

which is valid as long as $|a|<\pi / 2$. This formula was used in Ref. 7.
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#### Abstract

It is shown that the canonical realization of the representations of $\operatorname{SL}(2, R)$ proposed by Gel'fand and co-workers yields a generating function of the Clebsch-Gordan coefficients of the group in the hyperbolic basis. This function is the coupled state and appears as the solution of an ordinary differential equation reducible to the hypergeometric equation. The desired expansion of the generating function that yields the Clebsch-Gordan coefficients is essentially a generalization of Barnes' theory of analytic continuation of the hypergeometric function. In this paper the normalized Clebsch-Gordan coefficients for the coupling of two representations of the positive discrete class are calculated. The final result is an analytic continuation of the corresponding expression in the $\mathrm{SO}(2)$ basis. The possible application of the generating function to the reduction of the Kronecker product of three irreducible representations is discussed.


## I. INTRODUCTION

The Clebsch-Gordan problem of the group $\operatorname{SL}(2, R)$ was investigated by Pukanszky, ${ }^{1}$ Holman and Biedenharn, ${ }^{2}$ Ferretti and Verde, ${ }^{3}$ Wang, ${ }^{4}$ Verdiev, Kerimov, and Smorodinskii, ${ }^{5}$ Barut and Wilson, ${ }^{6}$ and $u s^{7}$ among others. ${ }^{8}$ Pukanszky ${ }^{1}$ confined his attention to the structure of the Clebsch-Gordan (CG) series for the coupling of two representations of the continuous class. However, he did not attempt the remaining couplings or the problem of explicit evaluation of the Clebsch-Gordan coefficients (CGC's). These aspects of the problem were considered by Holman and Biedenharn ${ }^{2}$ (HB), Wang, ${ }^{4}$ and us. ${ }^{7}$ HB based their investigations on the fundamental recurrence relation satisfied by the CGC's. Their first paper was mainly concerned with the coupling of two representations of the discrete class, and other cases of coupling were considered in the second paper. The CG series was obtained by them by examining the resolvent of the Laplace-Beltrami operator in the space of Bargmann's representation functions. The non-normalized CGC's determined by Ferretti and Verde ${ }^{3}$ formed the starting point of the investigations of Wang ${ }^{4}$ who attempted to normalize them by adopting a summation prescription originally due to HB. All these authors used the compact SO(2) basis for the unitary irreducible representations (UIR's) of SL( $2, R$ ). More recently we made a departure from the previous practice by evaluating the CGC's in the noncompact $E(1)$ basis. ${ }^{9}$ The problem of evaluation of the CGC's in the hyperbolic $\mathrm{SO}(1,1)$ basis was attempted some time ago by Mukunda and Radhakrishnan. ${ }^{10}$ However, some of their results given in terms of the generalized hypergeometric functions of the ${ }_{3} F_{2}(1)$ type turn out to be divergent. This may be attributed to their use of the oscillator realization, which does not seem to be particuarly suitable for this problem.

In this paper we make a fresh attack on this problem along entirely different lines. We show that the realization of the representations of $\operatorname{SL}(2, R)$ proposed by Gel'fand and co-workers ${ }^{11}$ constitutes a convenient starting point for the

CG problem of the group in the $\mathrm{SO}(1,1)$ basis. In a previous paper ${ }^{12}$ (I) we analyzed this representation space in some detail and obtained the unitary transformations connecting the three subgroup reductions. We now show that the use of the Gel'fand realization leads to a generating function of the CGC's in the continuous $\operatorname{SO}(1,1)$ basis. A similar generating function made its appearance some time ago in connection with the CG problem of $\operatorname{SL}(2, R)$ in the compact $\operatorname{SO}(2)$ basis. ${ }^{7}$ The generators of the group were constructed in the space of homogeneous functions of two complex variables $\xi_{1}, \xi_{2}$ transforming according to the fundamental representation of $\operatorname{SU}(1,1)$ [isomorphic to $\operatorname{SL}(2, R)$ ], which is essentially the Bargmann realization. ${ }^{13}$ The bases of the coupled representation $f_{j m}$ were then shown to satisfy an ordinary differential equation reducible to the hypergeometric equation. The CGC's then become identical with the coefficients of Fourier or Taylor expansion of an appropriate solution of this equation. The connection of this approach with that of HB can be established by writing the series solution of this equation in the form $\Sigma a_{m_{2}} x^{m_{2}}$. Substitution of this solution in the differential equation yields

$$
\begin{aligned}
& \left(j_{2}+m_{2}+1\right)\left(j_{1}-m_{1}+1\right) a_{m_{2}+1} \\
& \quad+\left[j_{1}\left(j_{1}+1\right)+j_{2}\left(j_{2}+1\right)-j(j+1)+2 m_{1} m_{2}\right] \\
& \quad \times a_{m_{2}}+\left(j_{2}-m_{2}+1\right)\left(j_{1}+m_{1}+1\right) a_{m_{2}-1}=0
\end{aligned}
$$

This recurrence relation is completely equivalent to the recurrence relation of the CGC's derived by HB. However, since the $\mathrm{SO}(1,1)$ basis is continuous no such discrete recurrence relation exists in this basis in the usual sense.

On the other hand, the bases of the coupled representation in the Gel'fand realization still satisfy an ordinary differential equation of second order. This equation turns out to be formally the same as the one in the $\mathbf{S O}(2)$ basis, but with $m$ replaced by $-i \lambda$. This simplification may be attributed to the close similarity between the monomial eigenbases of the continuous $\mathrm{SO}(1,1)$ basis in the Gel'fand realization and those of the discrete $\mathrm{SO}(2)$ basis in the Bargmann realiza-
tion. The basic difference in the use of the generating function in the two problems lies in the intrinsic difference in the structure of the representation spaces of Gel'fand and Bargmann. This has the consequence of not only restricting the values of $j_{1}, j_{2}$, but also the domain of the variable $x$ of the differential equation, which is determined by the exponentiability of the generators to the UIR's of the group. For example, for the Kronecker product of two positive representations, the variable $x$ in both the problems is the ratio of two complex numbers $x_{1}$ and $x_{2}$, but the domain of the two variables as well as the scalar product in the Hilbert space (see Sec. II) are entirely different. In the Gel'fand realization $x_{1}$ and $x_{2}$ represent two complex numbers each spanning the upper half-plane $\operatorname{Im} x_{1}>0, \operatorname{Im} x_{2}>0$ whereas in the Bargmann realization $x_{1}$ and $x_{2}$ are complex numbers varying over the open unit disk $0<\left|x_{1}\right|<1,0<\left|x_{2}\right|<1$. The solution of the above differential equation, which is once again reducible to the hypergeometric (HG) equation by a simple substitution, constitutes the generating function of the CGC's in the $\mathbf{S O}(1,1)$ basis.

We start with the coupling of two UIR's belonging to the positive discrete class. Since the $S O(1,1)$ basis spans a continuum we look for an expansion of the generating function as an integral over the continuous $S O(1,1)$ state label. In a sense this expansion is a generalization of Barnes' theory of analytic continuation ${ }^{14}$ for the product of a binomial and a hypergeometric function (HGF). Although the generating function has two different Taylor expansions inside and outside the unit circle, it represents a single analytic function. It then follows from Barnes' theory that the desired integral representation must be the same in all regions of the complex plane. The coefficient of the product state in this integral is the unnormalized CGC. To get the normalized CGC we compare this integral with the inverse expansion which is essentially the CG series.

## II. THE FUNDAMENTAL EQUATION AND THE DISCRETE PART OF THE SPECTRUM

The group $\operatorname{SL}(2, R)$ [isomorphic to $\mathrm{SU}(1,1)$ ] consists of all $2 \times 2$ real matrices with determinant 1 . In the realization of Gel'fand and co-workers, ${ }^{11}$ the representations of $\operatorname{SL}(2, R)$ are constructed in the space $D_{(j, \epsilon)}$ of functions $f(x)$ of a single real or complex variable $x$. As shown in Paper I the generators $J_{1}, J_{2}, J_{3}$ can be represented as differential operators of the form

$$
\begin{align*}
& J_{1}=-i\left[\frac{\left(1-x^{2}\right)}{2} \frac{d}{d x}+j x\right], \\
& J_{2}=i\left[x \frac{d}{d x}-j\right],  \tag{2.1}\\
& J_{3}=i\left[\frac{\left(1+x^{2}\right)}{2} \frac{d}{d x}-j x\right] .
\end{align*}
$$

The generators (2.1) can be exponentiated to the representations of the positive discrete class when $x$ is a complex variable spanning the half-plane $\operatorname{Im} x>0$. The representation space then consists of functions analytic in the upper halfplane and the generators (2.1) are Hermitian under the scalar product

$$
\begin{align*}
\left(f_{1}, f_{2}\right)= & \frac{i}{2 \Gamma(-2 j-1)} \iint_{\operatorname{Im} x>0} f_{1}(x) \bar{f}_{2}(x) \\
& \times(\operatorname{Im} x)^{-2 j-2} d x d \bar{x} \tag{2.2}
\end{align*}
$$

For the negative discrete class the representation space consists of functions analytic in the lower half-plane and the scalar product is given by

$$
\begin{align*}
\left(f_{1}, f_{2}\right)= & \frac{i}{2 \Gamma(-2 j-1)} \iint_{\operatorname{Im} x<0} f_{1}(x) \bar{f}_{2}(x) \\
& \times|\operatorname{Im} x|^{-2 j-2} d x d \bar{x} . \tag{2.3}
\end{align*}
$$

The principal and the exceptional series of representations are realized, on the other hand, in the Hilbert space of functions defined on the real line. The generators (2.1) are Hermitian for the principal series, under a local scalar product, and, for the exceptional series, under a nonlocal scalar product. Although the intrinsic structure of the representation space is different for each class of representation the formal differential operators (2.1) are the same for all UIR's.

We shall now consider the Kronecker product

$$
T_{g}^{j_{1}} \times T_{g}^{j_{2}}
$$

The variables for the carrier space of the representations are, respectively, $x_{1}$ and $x_{2}$, which can be complex or real depending on the nature of the representations coupled. In the hyperbolic $\mathbf{S O}(1,1)$ basis, the product states are "monomials" of the form

$$
\begin{equation*}
\boldsymbol{x}_{1}^{j_{1}-i \lambda_{1}} \boldsymbol{x}_{2}^{j_{2}-i \lambda_{2}}, \tag{2.4}
\end{equation*}
$$

when $j_{1}$ and $j_{2}$ belong to the UIR's of the discrete class. For the representations of the principal or exceptional series these are distributions of the form (see Paper I)

$$
\begin{equation*}
\left(x_{1} \pm i 0\right)^{j_{1}-i \lambda_{1}}\left(x_{2} \pm i 0\right)^{j_{2}-i \lambda_{2}} \tag{2.5}
\end{equation*}
$$

Although the product states (2.5) are fundamentally different from (2.4) the formal operations presented below can be justified for both.

By definition, the coupled states $g_{j \lambda}$ are the simultaneous eigenstates

$$
\begin{align*}
& \left(J_{3}^{2}-J_{1}^{2}-J_{2}^{2}\right) g_{j \lambda}=j(j+1) g_{j \lambda}  \tag{2.6a}\\
& J_{2} g_{j \lambda}=i\left(x_{1} \frac{\partial}{\partial x_{1}}+x_{2} \frac{\partial}{\partial x_{2}}-j_{1}-j_{2}\right) g_{j \lambda}=\lambda g_{j \lambda} \tag{2.6b}
\end{align*}
$$

Equation (2.6b) implies that $g_{j \lambda}$ is a homogeneous function of degree $\left(j_{1}+j_{2}-i \lambda\right)$ in $x_{1}$ and $x_{2}$. This suggests the following transformations:

$$
\begin{align*}
& x_{1} \rightarrow x_{1}, \quad x_{2} \rightarrow x_{1} x, \quad x=x_{2} / x_{1}, \\
& g_{j \lambda}\left(x_{1}, x_{2}\right)=x_{1}^{j_{1}+j_{2}-i \lambda} e_{j \lambda}(x) \tag{2.7}
\end{align*}
$$

Now we have to convert the partial derivatives acting on functions of $x_{1}$ and $x_{2}$ into those acting on functions of $x_{1}$ and $x=x_{2} / x_{1}$. This can be done by noting

$$
\begin{equation*}
\frac{\partial}{\partial x_{1}} \rightarrow \frac{\partial}{\partial x_{1}}-\frac{x}{x_{1}} \frac{\partial}{\partial x}, \quad \frac{\partial}{\partial x_{2}} \rightarrow \frac{1}{x_{1}} \frac{\partial}{\partial x} . \tag{2.8}
\end{equation*}
$$

Using Eqs. (2.7) and (2.8) and eliminating the variable $x_{1}$ in Eq. (2.6a) we obtain, after some calculations the ordinary differential equation satisfied by the function $e_{j \lambda}(x)$,

$$
\begin{align*}
& x(1-x)^{2} \frac{d^{2} e_{j \lambda}}{d x^{2}}+\left[4 j_{2}-2 i \lambda-2 j_{2} x-2\right. \\
& \left.\quad+\frac{j_{1}-j_{2}+i \lambda+1}{x}-x\left(j_{1}+j_{2}-i \lambda-1\right)\right] x \frac{d e_{j \lambda}}{d x} \\
& \quad-\left[j_{2}\left(j_{2}-1\right)-j_{1}\left(j_{1}+1\right)+j(j+1)\right. \\
& \left.\quad-2 i \lambda j_{2}-2 j_{2} x\left(j_{1}+j_{2}-i \lambda\right)\right] e_{j \lambda}=0 \tag{2.9}
\end{align*}
$$

It is interesting to note that the differential equation (2.9) is formally identical to the corresponding equation in Ref. 7 with $m$ replaced by $-i \lambda$.

For the determination of the spectrum of $j$-values appearing in the reduction it seems necessary to express the solution of Eq. (2.9) in terms of known functions of analysis. This is done by the substitution

$$
\begin{align*}
& e_{j \lambda}(x)=(1-x)^{\sigma-j-1} F(x)  \tag{2.10a}\\
& \sigma=j_{1}+j_{2}+1 \tag{2.10b}
\end{align*}
$$

which reduces Eq. (2.9) to the standard differential equation satisfied by the HGF:

$$
\begin{align*}
& x(1-x) \frac{d^{2} F}{d x^{2}}+\left[2 j+(1-x)\left(j_{0}+i \lambda+1-2 j\right)\right] \\
& \times \frac{d F}{d x}+(j-i \lambda)\left(j_{0}-j\right) F=0  \tag{2.11a}\\
& j_{0}=j_{1}-j_{2} \tag{2.1lb}
\end{align*}
$$

When $j$ belongs to the discrete spectrum, the appropriate solution is given by

$$
\begin{equation*}
F=F\left(-j+i \lambda, j_{0}-j ;-2 j ; 1-x\right) \tag{2.12}
\end{equation*}
$$

When $j$ lies in the continuous spectrum we have to take suitable linear combinations of the first and second solution of the HG equation (2.11a).

The discrete part of the spectrum is obtained by applying the operator

$$
\begin{equation*}
K_{2}=J_{2}^{(1)}-J_{2}^{(2)}=i\left(x_{1} \frac{\partial}{\partial x_{1}}-2 x \frac{\partial}{\partial x}-j_{0}\right) \tag{2.13}
\end{equation*}
$$

to the coupled eigenfunction

$$
\begin{align*}
g_{j \lambda}= & x_{1}^{j_{1}+j_{2}-i \lambda}(1-x)^{\sigma-j-1} \\
& \times F\left(-j+i \lambda, j_{0}-j ;-2 j ; 1-x\right), \tag{2.14}
\end{align*}
$$

and using the Hermiticity condition. Operating $g_{j \lambda}$ by the operator (2.13) we have

$$
\begin{align*}
K_{2} g_{j \lambda}(x)= & \frac{-i\left(j^{2}+\lambda^{2}\right)\left(j_{0}^{2}-j^{2}\right)(\sigma+j)}{2 j^{2}\left(4 j^{2}-1\right)} g_{j-1 \lambda} \\
& +\frac{\lambda \sigma j_{0}}{j(j+1)} g_{j \lambda}+2 i(\sigma-j-1) g_{j+1 \lambda} \tag{2.15}
\end{align*}
$$

This result is obtained by using the recurrence relations,

$$
\begin{align*}
(1-x) \frac{d F}{d x}= & \frac{a b}{c} F-\frac{a b(c-b)(c-a)}{c^{2}(c+1)} \\
& \times x F(a+1, b+1 ; c+2)  \tag{2.16a}\\
(1-x) F= & {\left[a b(c-a)(c-b) / c^{2}\left(c^{2}-1\right)\right] }  \tag{3.1}\\
& \times x^{2} F(a+1, b+1 ; c+2) \\
& -[c(c-a-b-1)+2 a b / c(c-2)] x F \\
& +F(a-1, b-1 ; c-2) \tag{3.2}
\end{align*}
$$

with

$$
\begin{aligned}
& \mu=j_{2}-i \lambda_{2}, \quad r=\sigma-j-1, \quad a=1-\sigma+i \tau \\
& b=-2 j_{2}, \quad c=2-2 \sigma, \quad \tau=\lambda_{1}+\lambda_{2}
\end{aligned}
$$

A little simplification yields the desired expansion:

$$
\begin{align*}
x^{j_{2}-i \lambda_{2}}= & \sum_{-\infty}^{j_{1}+j_{2}}(-)^{\sigma-j-1} \\
& \times \Gamma\left[\begin{array}{ccc}
-j+i \lambda, \quad j_{0}-j, & -\sigma-j \\
1-\sigma+i \tau, & -2 j_{2}, & -2 j-1, \\
\sigma-j
\end{array}\right] \\
& \times{ }_{3} F_{2}\left[\begin{array}{cc}
-j_{2}+i \lambda_{2}, & -\sigma-j, \\
1-\sigma+1-\sigma, & j+2 j_{2}
\end{array}\right] e_{j \tau} . \tag{3.3}
\end{align*}
$$

## B. Expansion of the generating function and Barnes' theory of analytic continuation

We shall now consider the problem of expansion of the coupled state $e_{j \lambda}(x)$ in terms of the product states $x^{j_{2}-i \lambda_{2}}$. Since the spectrum of $\lambda_{2}$ is the entire real line, the desired expansion of $e_{j \lambda}(x)$ is of the form

$$
\begin{equation*}
e_{j \lambda}(x)=\int_{-i \infty}^{i \infty} a(z) x^{j_{2}-z} d z \tag{3.4}
\end{equation*}
$$

where the path of integration is the entire imaginary axis. The coefficient $a(z)$ is then the unnormalized CGC of $\mathrm{SL}(2, R)$ in the hyperbolic basis.

We note that the coupled state $e_{j \lambda}(x)$, being the product of a binomial and a HGF, defines a single analytic function of the complex variable $x$. The Taylor expansions of $e_{j \lambda}$ inside and outside the unit circle $|x|=1$ are, however, different. When the contour of (3.4) is closed on the left we get the Taylor expansion of $e_{j \lambda}$ for $|x|<1$, and when it is closed on the right we get the expansion for $|x|>1$. But either of the expansions represents the same analytic function. It therefore follows that the expansions of $e_{j \lambda}(x)$ in the two regions $|x|<1$ and $|x|>1$ must yield the same coefficient $a(z)$. In short, (3.4) is essentially the same as the expansion of the HGF in Barnes' theory of analytic continuation, ${ }^{14}$ except for a shift of the path of integration. This shift is necessary to avoid the poles of the integrand which may otherwise lie on the path of integration. But the beauty of Barnes's theory is that the integrand has the same form in all regions of the complex $x$ plane so that it defines a single analytic function. The same conclusion holds good for the CGC's $a(z)$ in our approach.

To evaluate the coefficient $a(z)$ we first expand the coupled state $e_{j \lambda}(x)$ in a Taylor series and rewrite the series as an integral over the imaginary axis. We start from the Taylor expansion inside the unit circle $|x|<1$. The HGF appearing in $e_{j \lambda}(x)$ has a branch point at the origin $x=0$. To get the Taylor expansion about the origin we therefore apply the following formula for analytic continuation ${ }^{16}$ :

$$
\begin{align*}
& F(a, b, c, 1-x) \\
&= \Gamma\left[\begin{array}{ll}
c, & c-a-b \\
c-a, & c-b
\end{array}\right] F(a, b, a+b-c+1, x) \\
&+\Gamma\left[\begin{array}{ll}
c, & a+b-c \\
a, & b
\end{array}\right] \\
& \times x^{c-a-b} F(c-a, c-b, c-a-b+1, x) . \tag{3.5}
\end{align*}
$$

Using Eq. (3.5) and the formula ${ }^{17}$

$$
\begin{align*}
&(1-x)^{\mu} F(a, b, c, x) \\
&= \sum_{n} \frac{(a)_{n}(b)_{n}}{(c)_{n} n!}{ }_{3} F_{2} \\
& \times\left[\begin{array}{ccc}
-\mu, & 1-c-n, & -n \\
1-a-n, & 1-b-n
\end{array}\right] x^{n}, \tag{3.6}
\end{align*}
$$

we obtain after some calculation

$$
\begin{gather*}
\Gamma\left[\begin{array}{ccc}
-j+i \lambda, & j_{0}-j, & -j-i \lambda, \\
-2 j & -j_{0}-j
\end{array}\right] e_{j \lambda}(x) \\
\quad=X_{j}^{j_{0}, i \lambda}+x^{-j_{0}-i \lambda} X_{j}^{-j_{0},-i \lambda} \tag{3.7}
\end{gather*}
$$

where

$$
\begin{align*}
X_{j}^{j_{0}, i \lambda}= & \sum \frac{(-)^{n}}{n!} \\
& \times \Gamma\left[-j+i \lambda+n, j_{0}-j+n,-j_{0}-i \lambda-n\right] \\
& \times{ }_{3} F_{2}\left[\begin{array}{c}
j+1-\sigma,-j_{0}-i \lambda-n,-n \\
1+j-i \lambda-n, 1+j-j_{0}-n
\end{array}\right] x^{n} . \tag{3.8}
\end{align*}
$$

The various terms in the sum (3.7) are the residues at the simple poles $z=j_{2}-n$ and $z=j_{1}+i \lambda-n(n=0,1,2, \ldots)$ of the analytic functions

$$
\begin{align*}
\chi(z)= & \Gamma\left[-j+i \lambda+j_{2}-z, \quad j_{1}-j-z,\right. \\
& \left.z-j_{1}-i \lambda, \quad z-j_{2}\right] \\
& \times{ }_{3} F_{2}\left[\begin{array}{c}
j+1-\sigma,-j_{1}-i \lambda+z,-j_{2}+z \\
1+j-i \lambda-j_{2}+z, 1-j_{1}+j+z
\end{array}\right] x^{j_{2}-z} . \tag{3.9}
\end{align*}
$$

Besides the singularities at $z=j_{2}-n, z=j_{1}+i \lambda-n$, which lie on the left of the imaginary axis, the function $\chi(z)$ has simple poles at $z=-j+i \lambda+j_{2}+n$ and $z=j_{1}$ $-j+n$, which are situated on the right. The function has, in addition, simple poles at the points where one of the denominator parameters of the generalized HGF becomes a negative integer (denominator catastrophe), i.e., at $d \equiv 1$ $+j-i \lambda-j_{2}+z=-n$ and $e \equiv 1+j-j_{1}+z=-n$ ( $n=0,1,2, \ldots$ ). It can be shown that the only possible singularities because of the denominator catastrophe lie on the right of the imaginary axis.

Let us now choose a contour $C$ consisting of an infinite semicircle on the left and the pure imaginary axis. The singularities enclosed by the contour are the simple poles at $z=j_{2}-n$ and $z=j_{1}+i \lambda-n$. Therefore by Cauchy's theorem,

$$
\begin{align*}
\frac{1}{2 \pi i} \int_{C} \chi(z) d z= & \sum_{n=0}^{\infty} \operatorname{Res}[\chi(z)]_{z=j_{2}-n} \\
& +\sum_{n=0}^{\infty} \operatorname{Res}[\chi(z)]_{z=j_{1}+i \lambda-n} \tag{3.10}
\end{align*}
$$

and we obtain

$$
\begin{align*}
& {\left[\begin{array}{ccc}
-j+i \lambda, & j_{0}-j, & -j-i \lambda, \\
-2 j & -j_{0}-j
\end{array}\right] e_{j \lambda}(x)} \\
& \quad=\frac{1}{2 \pi i} \int_{C} \chi(z) d z \tag{3.11}
\end{align*}
$$

Using the asymptotic forms of the gamma function and the generalized HGF, it can be shown that the function $\chi(z)$
goes rapidly to zero as $|z| \rightarrow \infty$ in the region $\operatorname{Re} z<0$ provided $|\arg x|<\pi$. Thus

$$
\begin{align*}
e_{j \lambda}(x)= & \frac{1}{2 \pi i} \int_{-i \infty}^{i \infty} d z \Gamma\left[\begin{array}{ccc}
-j+i \lambda+j_{2}-z, & j_{1}-j-z, & z-j_{1}-i \lambda, \\
-j+i \lambda, & j_{0}-j, & -j-i \lambda, \\
-j, j_{2}, & -2 j \\
& \times{ }_{3} F_{2}\left[\begin{array}{c}
j+1-\sigma,-j_{1}-i \lambda+z, \\
\hline \\
1+j-i \lambda-j_{2}+z \\
1
\end{array}\right] x^{j_{2}-z}, z, 1+j-j_{1}+z
\end{array}\right]
\end{align*}
$$

where the path of integration is the entire imaginary axis. This integral representation was derived under the condition $|x|<1$. However, the integral represents a single analytic function $e_{j \lambda}(x)$. Using the principle of analytic continuation we can now assert that the integral representation outside the unit circle (i.e., $|x|>1$ ) must be identical and the condition $|x|<1$ can be dropped. It can in fact be verified by explicit calculation that the above integral when closed on the right will yield the Taylor expansion of $e_{j \lambda}(x)$ for $|x|>1$. The formula (3.12) is therefore valid in all regions of the complex $x$ plane.

## C. Evaluation of the normalized CGC's

Let us now introduce the normalized product and coupled states

$$
\begin{align*}
& f_{j_{1} \lambda_{1}} f_{j_{2} \lambda_{2}}=N_{j_{1} \lambda_{1}} N_{j_{2} \lambda_{2}} x_{1}^{j_{1}-i \lambda_{1}} x_{2}^{j_{2}-i \lambda_{2}},  \tag{3.13a}\\
& f_{j \lambda}=N_{j \lambda} x_{1}^{j_{1}+j_{2}-i \lambda_{j \lambda}}(x), \tag{3.13b}
\end{align*}
$$

where the normalization factors $N_{j, \lambda_{1}}, N_{j_{2} \lambda_{2}}$, and $N_{j \lambda}$ are chosen in such a way that the product and the coupled states are orthonormal:
$\left(f_{j_{1} \lambda_{1}} f_{j_{2} \lambda_{2}}, f_{j_{1} \lambda_{1}^{\prime}} f_{j_{2} \lambda_{2}^{\prime}}\right)=\delta\left(\lambda_{1}-\lambda_{1}^{\prime}\right) \delta\left(\lambda_{2}-\lambda_{2}^{\prime}\right)$,
$\left(f_{j \lambda}, f_{j^{\prime} \lambda^{\prime}}\right)=\delta_{j j^{\prime}} \delta\left(\lambda-\lambda^{\prime}\right)$.
We now write the expansion of $e_{j \lambda}(x)$ in the form

$$
\begin{align*}
{ }_{3} F_{2}\left[\begin{array}{c}
a, b, c \\
d, e
\end{array}\right]= & (-)^{-c} \Gamma\left[\begin{array}{lll}
1+b-e & 1+a-e, d, & e \\
d-e & e-c, & 1+b+c-e, \\
1+a+c-e
\end{array}\right] \\
& \times{ }_{3} F_{2}\left[\begin{array}{cc}
c, & 1-s, \\
1+b+c-e, & 1+c-e \\
1+a+c-e
\end{array}\right] \tag{3.20}
\end{align*}
$$

where $s=d+e-a-b-c$ and $c=j+1-\sigma$ is a negative integer. From this we obtain

$$
\frac{\bar{b}(j)}{a\left(\lambda_{2}\right)}=2 \pi \Gamma\left[\begin{array}{c}
-j-i \lambda,-j+i \lambda, j_{0}-j,-j_{0}-j,-\sigma-j  \tag{3.21}\\
-2 j-1, \sigma-j,-2 j,-j_{1}-i \lambda+i \lambda_{2},-j_{1}+i \lambda-i \lambda_{2},-j_{2}+i \lambda_{2},-j_{2}-i \lambda_{2}
\end{array}\right]
$$

which is a positive definite quantity. This ensures the correctness of our result. Combining all these results we now obtain the final expression for the CGC:

$$
\left.\left.\begin{array}{rl}
C\left(\begin{array}{lll}
j_{1} & j_{2} & j \\
\lambda_{1} & \lambda_{2} & \lambda
\end{array}\right)= & \frac{(-)^{\sigma-j-1}}{\sqrt{2 \pi}} \delta\left(\lambda-\lambda_{1}-\lambda_{2}\right) \\
& \times\left\{\Gamma\left[-j-i \lambda, j_{0}-j,-\sigma-j,-2 j,-j_{1}-i \lambda_{1},-j_{1}+i \lambda_{1},-j_{2}+i \lambda_{2},-j_{2}-i \lambda_{2}\right]\right\}^{1 / 2} \\
-j+i \lambda,-j_{0}-j,-2 j-1, \sigma-j
\end{array}\right] \begin{array}{c}
1  \tag{3.22}\\
-2 j_{2}, 1-\sigma-i \lambda
\end{array}\right]{ }_{3} F_{2}\left[\begin{array}{c}
j+1-\sigma,-\sigma-j,-j_{2}-i \lambda_{2} \\
-2 j_{2}, 1-\sigma-i \lambda
\end{array}\right], ~<r\left[\begin{array}{c}
1
\end{array}\right.
$$

where we have omitted a phase. This expression is essentially the analytic continuation of the corresponding formula for the $\mathrm{SO}(2)$ basis. ${ }^{2,6,7}$

## IV. CONCLUSION

The principal advantage of the Gel'fand realization is that it provides a convenient starting point for many practical calculations particularly those requiring explicit reduction under the noncompact $\mathrm{SO}(1,1)$ or $E(1)$ subgroups. In this paper we have shown that this realization yields a generating function of the CGC's in the continuous $\mathrm{SO}(1,1)$ basis. The differential equation whose solution yields the generating function is the analog of the recurrence relation of HB . In this paper we have used this function to evaluate the CGC's of $\operatorname{SL}(2, R)$ in the $S O(1,1)$ basis for the coupling of two UIR's of the positive discrete class. For other cases of coupling like $D_{j_{1}}^{-} \times D_{j_{2}}^{+}$or $D_{j_{1}}^{c} \times D_{j_{2}}^{+}$, the CG series has contribution from the UIR's of the principal series. This presents an additional difficulty because the representations of the SO ( 1,1 ) subgroup within the principal series are doubly degenerate. However, the difficulty can be circumvented by taking suitable linear combinations of the solutions of the HG equation. Calculations for this case are under way and the results will be communicated shortly.

The Gel'fand realization may also turn out to be helpful for the reduction of the Kronecker product of three irreducible representations of $\operatorname{SL}(2, R)$. There are several sets of commuting operators which may be diagonalized simultaneously for the coupling of three UIR's $D_{j_{1}}, D_{j_{2}}$, and $D_{j_{3}}$. A particularly convenient set is

$$
\mathbf{J}^{(1)^{2}}, \mathbf{J}^{(2)^{2}}, \mathbf{J}^{(3)^{2}}, \mathbf{J}_{\mathrm{int}}^{2}, \mathbf{J}^{2}, J_{3},
$$

where $J^{(1)^{2}}=J_{3}^{(1)^{2}}-J_{i}^{(1)^{2}}-J_{2}^{(1)^{2}}$, etc. In the above set $D_{j_{\text {int }}}$ can be the UIR contained in $D_{j_{1}} \times D_{j_{2}}, D_{j_{2}} \times D_{j_{3}}$, or $D_{j_{3}} \times D_{j_{1}}$. Following the notation of Rose ${ }^{19}$ the connection between the first two couplings is given by

$$
e_{j \lambda}\left(j^{\prime}\right)=\sum_{j^{\prime \prime}} R_{j^{\prime \prime \prime} j^{\prime}} e_{j \lambda}\left(j^{\prime \prime}\right),
$$

where $\Sigma$ stands for the summation over the discrete and integration over the continuous $j^{\prime \prime}$-values and $R_{j^{\prime \prime} j^{\prime}}$ is the Racah coefficient of $\operatorname{SL}(2, R)$. Since $e_{j \lambda}\left(j^{\prime}\right)$ and $e_{j \lambda}\left(j^{\prime \prime}\right)$ are expressible in terms of HGF's, the problem essentially consists in expanding a HGF in terms of a series of other HGF's. A
variety of formulas of this genre have been derived by Burchnall and Chaundy ${ }^{20}$ and it is interesting to see whether one of them followed, if necessary, by a Sommerfeld Watson transformation yields the Racah coefficient of $\operatorname{SL}(2, R)$. This problem will be treated in a forthcoming paper.
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#### Abstract

Nonlinear equations with superposition formulas are obtained, corresponding to the action of the complex and real forms of the exceptional Lie group $\mathrm{G}_{2}$ on the homogeneous spaces $\mathrm{G}_{2} / H$. The isotropy group of the origin $H$ is taken as one of the maximal parabolic subgroups of $\mathrm{G}_{2}$, or as one of the maximal reductive subgroups, leaving some vector space $V \in \mathbb{C}^{7}$ (or $V \in \mathbb{R}^{7}$ ) invariant. The parabolic subgroups, as well as the simple subgroups $\operatorname{SL}(3, \mathbb{C}), \operatorname{SU}(3), \operatorname{SL}(3, \mathbb{R})$, or $S U(2,1)$ lead to equations with quadratic or quartic nonlinearities. The semisimple subgroups $\operatorname{SL}(2, \mathrm{C}) \otimes \operatorname{SL}(2, \mathrm{C}), \mathrm{SU}(2) \otimes \operatorname{SU}(2)$, and $\operatorname{SU}(1,1) \otimes \operatorname{SU}(1,1)$ lead to equations with quadratic nonlinearities and additional nonlinear constraints on the independent variables.


## I. INTRODUCTION

Part I of this series ${ }^{1}$ (further referred to as I) was devoted to a classification of the maximal subalgebras of the complex and real forms of the exceptional Cartan Lie algebra $g_{2}$ and to an analysis of their matrix realizations.

In this paper we make use of the results of $I$ to construct the homogeneous spaces $G / H$. We take $G$ to be the complex exceptional Lie group $G_{2}(\mathbb{C})$, the real compact Lie group $\mathrm{G}_{2}^{\mathrm{C}}(\mathbb{R})$, or the real noncompact Lie group $\mathrm{G}_{2}^{\mathrm{NC}}(\mathbb{R})$, and $H$ to be one of the corresponding maximal subgroups. The realizations of the homogeneous spaces are then used to obtain systems of nonlinear ordinary differential equations (ODE's) with superposition formulas, based on the action of the group $G$ on the space $G / H$.

Such equations will in general have the form

$$
\begin{equation*}
\frac{d x^{\mu}}{d t} \equiv \dot{x}^{\mu}=\sum_{i=1}^{k} a_{i}(t) \hat{\xi}_{i} x^{\mu}, \quad \mu=i, \ldots, n \tag{1.1}
\end{equation*}
$$

where the $a_{i}(t)$ are arbitrary functions of $t$ and the $\hat{\xi}_{i}$ are vector fields representing the Lie algebra $L$ of the Lie group $G$, when acting on the homogeneous space $G / H$ :

$$
\begin{equation*}
\hat{\xi}_{i}=\sum_{v=1}^{n} \xi_{i}^{v}\left(x^{1}, \ldots, x^{n}\right) \frac{\partial}{\partial x^{v}}, \quad i=1, \ldots, k \tag{1.2}
\end{equation*}
$$

The general solution of Eq. (1.1) can be written as a function of a finite number $m$ of particular solutions and of $n$ significant constants $c_{j}$ :
$x^{\mu}(t)=F^{\mu}\left(\mathbf{x}_{1}(t), \ldots, \mathbf{x}_{m}(t), c_{1}, \ldots, c_{n}\right), \quad \mu=1, \ldots, n$.

It is (1.3) that we call a "superposition formula" and $\mathbf{x}_{1}(t), \ldots, \mathbf{x}_{m}(t)$ is a "fundamental set of solutions."

These concepts were originally introduced by Lie, who also gave the necessary and sufficient conditions for a system

[^1]of ODE's to allow a (nonlinear) superposition formula. ${ }^{2}$
Out interest in ODE's with superposition formulas was motivated in earlier publications. ${ }^{3-10}$ Let us mention, as far as mathematical interest is concerned, that the application of the theory of transitive primitive Lie algebras has made it possible to solve a problem posed by Lie, namely to classify the systems of "indecomposable" ODE's with superposition formulas. ${ }^{6}$ From the practical point of view the superposition formulas provide a new method for obtaining analytical or numerical solutions of certain systems of nonlinear ODE's. ${ }^{9,10}$ Finally, from the physical point of view, it should be stressed that ODE's of the type (1.1) occur in many applications. ${ }^{5-9}$ A prime example are matrix Riccati equations, ${ }^{5}$ occuring as Bäcklund transformations for the nonlinear $\sigma$ model ${ }^{11,12}$ and in many engineering applications, ${ }^{13}$ specially in optimal control theory. ${ }^{9}$

Tables of all maximal subalgebras of the Lie algebras $\mathrm{g}_{2}(\mathbb{C}), \mathrm{g}_{2}^{\mathrm{C}}(\mathbb{R})$, and $\mathrm{g}_{2}^{\mathrm{NC}}(\mathbb{R})$ are given in Ref. 1. Use was made of seven-dimensional irreducible representations of these algebras and the corresponding Lie groups. A given maximal subalgebra can be imbedded in this representation either reducibly or irreducibly. A subalgebra $h$ imbedded reducibly in $g$, by definition leaves a proper nontrivial subspace of $\mathbb{C}^{7}$ ( or $\mathbb{R}^{7}$ ) invariant. This makes the construction of the corresponding homogeneous space $G / H$ much easier. In this article we restrict ourselves to the case of reducibly imbedded subalgebras and we obtain the ODE's for all such cases. The problem for irreducibly imbedded subgroups has only been partially solved, even for the classical groups. ${ }^{6,7}$

We shall see below that the homogeneous spaces we are interested in, i.e., $\mathrm{G}_{2}(\mathbb{C}) / H, \mathrm{G}_{2}^{\mathrm{C}}(\mathbb{R}) / H$, and $\mathrm{G}_{2}^{\mathrm{NC}}(\mathbb{R}) / H$, where $H$ is any one of the corresponding maximal subgroups (I), can always be imbedded into $\mathrm{O}(7, \mathrm{C}) / \widetilde{H}, \mathrm{O}(7) / \widetilde{H}$, or $O(4,3) / \widetilde{H}$, respectively. Here $\widetilde{H}$, is again a maximal subgroup of the corresponding compact or noncompact rotation group. For certain subgroups $H$ and $\widetilde{H}$ the spaces $\mathrm{G}_{2} / H$
and $O(7, F) / \widetilde{H}$ are actually locally diffeomorphic (and in particular have the same dimension). The $\mathrm{G}_{2}$ equations for such spaces will be special cases of the $O(7, F)$ equations. For other subgroups we find $\operatorname{dim}\left[\mathrm{G}_{2} / H\right]<\operatorname{dim}[\mathrm{O}(7, F) / \widetilde{H}]$. The $\mathrm{G}_{2} / H$ space is then properly contained in the other one and we must find the conditions that restrict the larger space to the lower-dimensional one. Typically the $G_{2}$ equations are then obtained as $O(7, F)$ equations with further constraints imposed on the dependent variables. In principle, if not necessarily in practice, these constraints can be solved and some redundant variables can be eliminated from the system. In the case of maximal reductive subalgebras the constraints are obtained via the invariance properties of the completely antisymmetric tensor $T$ discussed in Ref. 1.

Section II is devoted to equations related to maximal parabolic subalgebras of $g_{2}(\mathbb{C})$ and $g_{2}^{\mathrm{NC}}(\mathbb{R})$. In each case two different maximal parabolic subalgebras exist, one involving additional constraints with respect to the $O(7, \mathbb{C})$ or $O(4,3)$ case, the other not.

The simple maximal subgroups $\mathrm{SL}(3, \mathbb{C}) \subset \mathrm{G}_{2}(\mathbb{C})$, $\operatorname{SU}(3) \subset \mathrm{G}_{2}^{\mathrm{C}}(\mathbb{R}), \quad \mathrm{SL}(3, \mathbb{R}) \subset \mathrm{G}_{2}^{\mathrm{NC}}(\mathbb{R}), \quad$ and $\quad \mathrm{SU}(2,1)$ $\subset \mathrm{G}_{2}^{\mathrm{NC}}(\mathbb{R})$ are treated in Sec. III and are shown to lead to special cases of projective Riccati equations ${ }^{3,4}$ (with no nonlinear constraints).

The reducibly imbedded semisimple subgroups $\operatorname{SL}(2, \mathbb{C}) \otimes \mathrm{SL}(2, \mathbb{C}) \subset \mathrm{G}_{2}(\mathbb{C}), \quad \mathrm{SU}(2) \otimes \mathrm{SU}(2) \subset \mathrm{G}_{2}^{\mathrm{C}}(\mathbb{R})$, $\operatorname{SU}(2) \otimes \operatorname{SU}(2) \subset G_{2}^{N C}(\mathbb{R}), \quad$ and $\quad \mathrm{SU}(1,1) \otimes \operatorname{SU}(1,1)$ $\subset G_{2}^{N C}(\mathbb{R})$ are shown in Sec. IV to lead to rectangular matrix Riccati equations with four additional nonlinear constraints leading to more complicated nonlinearities in the equations.

## II. EQUATIONS RELATED TO MAXIMAL PARABOLIC SUBGROUPS

## A. General form of the equations

It was shown in I that the noncompact groups $G_{2}(\mathbb{C})$ and $G_{2}{ }^{\mathrm{NC}}(\mathbb{R})$ have two mutually nonisomorphic maximal parabolic subgroups each. We denote them $P_{\alpha a}(F)$, with $a=1$ or 2 , and $F=\mathbb{C}$ or $\mathbb{R}$; the corresponding maximal parabolic subalgebras of $\mathrm{g}_{2}(\mathbb{C})$ and $\mathrm{g}_{2}^{\mathrm{NC}}(\mathbb{R})$ are $P_{\alpha a}(F)$.

To simplify the presentation, we shall consider the case $F=\mathbb{C}$ explicitly. All formulas of this section are equally valid for $F=\mathbb{R}$, with the complex orthogonal group $\mathrm{O}(7, \mathbb{C})$ replaced by the real pseudo-orthogonal group $O(4,3)$. Similarly, all subgroups of $O(7, \mathbb{C})$ restrict to the relevant subgroups of $O(4,3)$.

In order to obtain the nonlinear ODE's with superposition formulas we need to construct a coordinate realization of the homogeneous spaces $G_{2}(\mathbb{C}) / P_{\alpha a}(\mathbb{C})$. To do this we first construct the corresponding homogeneous spaces $\mathrm{O}(7, \mathbb{C}) / P_{a}(\mathbb{C})$, where $P_{a}(\mathbb{C})$ is a maximal parabolic subgroup of $\mathrm{O}(7, \mathbb{C})$ leaving an $a$-dimensional completely isotropic vector space invariant. We then restrict from $O(7, \mathbb{C})$ to $G_{2}(\mathbb{C})$ and impose further constraints whenever necessary. It was shown in I that we have $P_{1}(\mathbb{C})=\operatorname{SIM}(5, \mathbb{C})$ and $P_{2}(\mathbb{C})=\operatorname{OPT}(5, \mathbb{C})$, i.e., $P_{1}(\mathbb{C})$ and $P_{2}(\mathbb{C})$ are the similitude and "optical" groups ${ }^{14}$ of $\mathbb{C}^{7}$, respectively.

The spaces $\mathrm{O}(7, \mathbb{C}) / P_{a}(\mathbb{C})$ can be realized as the Grassmannians of complex isotropic $a$-planes in $\mathbb{C}^{7 \times a}$.

We use the "antidiagonal" metric, given by the symmetric form $J_{N}$ with $\left(J_{N}\right)_{i k}=\delta_{i, N-k}$. The Lie algebra $o(N, \mathbb{C})$ is represented by matrices $M \in \mathbb{C}^{N \times N}$ satisfying $J_{N} M+M^{T} J_{N}$ $=0$ ( $T$ denotes transposition). We have

$$
\begin{aligned}
& J=\left[\begin{array}{ccc} 
& & J_{a} \\
& J_{N-2 a} & \\
J_{a} &
\end{array}\right], \\
& M=\left[\begin{array}{ccc}
A & B^{T} & C \\
D & E & -J_{N-2 a} B J_{a} \\
H & -J_{a} D^{T} J_{N-2 a} & -J_{a} A^{T} J_{a}
\end{array}\right],
\end{aligned}
$$

$$
a=1,2, \ldots,[N / 2], \quad A, C, H \in C^{a \times a} ; \quad B, D \in \mathbb{C}^{(N-2 a) \times a}
$$

$$
E \in \mathbb{C}^{(N-2 a) \times(N-2 a)}, \quad J_{a} C+C^{T} J_{a}=0, \quad J_{a} H+H^{T} J_{a}=0
$$ $J_{N-2 a} E+E^{T} J_{N-2 a}=0$. The Lie algebra $g_{2}(\mathbb{C})$ is obtained by setting $N=7$ and imposing further conditions on the entries in (2.1). More specifically, $M$ of (2.1) coincides with $M^{\prime \prime}$ of (I.4.21) and $A, \ldots, H$ can be read off from (I.4.21), separately for $a=1$ and 2 (notice the correction of a sign misprint with respect to Ref. 8).

We shall use both homogeneous and affine coordinates on the Grassmannian $\mathrm{O}(N, \mathbb{C}) / P_{a}(\mathbb{C})$ of isotropic $a$-planes. Homogeneous coordinates are given by the matrix elements of the rectangular matrix

$$
\begin{align*}
X= & {\left[\begin{array}{l}
X_{1} \\
X_{2} \\
X_{3}
\end{array}\right], } \\
& X_{1}, X_{3} \in \mathbb{C}^{a \times a}, \quad X_{2} \in \mathbb{C}^{(N-2 a) \times a}, \quad \operatorname{rank} X=a, \tag{2.2}
\end{align*}
$$

satisfying the isotropy condition

$$
\begin{equation*}
X^{T} J X=X_{1}^{T} J_{a} X_{3}+X_{3}^{T} J_{a} X_{1}+X_{2}^{T} J_{n-2 a} X_{2}=0 \tag{2.3}
\end{equation*}
$$

As usual, the homogeneous coordinates are highly redundant, i.e., the matrices $X$ and $X g$ with $g \in G L(a, \mathbb{G})$ describe the same point. To remove this redundancy we choose the point $X_{1}=0, X_{2}=0, X_{3}=I_{a}$ as the origin on $\mathrm{O}(N, \mathrm{C}) /$ $P_{a}(\mathbb{C})$ and introduce affine coordinates as components of the rectangular matrix

$$
\begin{align*}
Z= & {\left[\begin{array}{l}
Z_{1} \\
Z_{2}
\end{array}\right] } \\
& Z_{1}=X_{1} X_{3}^{-1} \in \mathbb{C}^{a \times a}, \quad Z_{2}=X_{2} X_{3}^{-1} \in \mathbb{C}^{(N-2 a) \times a} \tag{2.4}
\end{align*}
$$

(in the neighborhood of the origin we have $\operatorname{det} X_{3} \neq 0$ ). The isotropy condition (2.3) in affine coordinates is

$$
\begin{equation*}
Z_{1}^{T} J_{a}+J_{a} Z_{1}=-Z_{2}^{T} J_{N-2 a} Z_{2} \tag{2.5}
\end{equation*}
$$

Thus, the " $J$-symmetric" part of the matrix $Z_{1}$ is not independent. The coordinates on $\mathrm{O}(N, \mathbb{C}) / P_{a}(\mathbb{C})$ can be identified with components of the two matrices

$$
\begin{equation*}
Z_{2} \quad \text { and } \quad R=Z_{1}^{T} J_{a}-J_{a} Z_{1} \tag{2.6}
\end{equation*}
$$

Following the usual procedure ${ }^{3-8}$ we can now write the nonlinear ODE's corresponding to the action of $\mathrm{G}_{2}(\mathbb{C})$ on $\mathrm{G}_{2}(\mathbb{C}) / P_{a}(\mathbb{C})$.

In homogeneous coordinates we have a set of linear equations

$$
\begin{equation*}
\dot{X}=M X, \quad \dot{X} \equiv \frac{d X}{d t} \tag{2.7}
\end{equation*}
$$

with the nonlinear constraint (2.3) and the redundancy
$X \sim X g, g \in \mathrm{GL}(a, \mathbb{C})$. Going over to affine coordinates, we get rid of the redundancy. Moreover, we can eliminate the $J$ symmetric part of $Z_{1}$ from the equations, using (2.5). In terms of the variables in (2.6) we obtain the final form of the $\mathrm{O}(N, \mathrm{C}) / P_{a}(\mathbb{C})$ equations:

$$
\begin{align*}
\dot{R}= & 2 C^{T} J_{a}+Z_{2}^{T}\left(B J_{a}\right)-\left(J_{a} B^{T}\right) Z_{2}+R\left(J_{a} A^{T} J_{a}\right)+\left(J_{a} A J_{a}\right) R \\
& +\frac{1}{2}\left\{Z_{2}^{T}\left(J_{N-2 a} D J_{a}\right) R+R\left(J_{a} D^{T} J_{N-2 a}\right) Z_{2}\right\}+\frac{1}{2} R\left(H J_{a}\right) R \\
& +\frac{1}{2}\left\{Z_{2}^{T} J_{N-2 a}\left(Z_{2} J_{a} D^{T}-D J_{a} Z_{2}^{T}\right) J_{N-2 a} Z_{2}\right\}+\frac{1}{2}\left(Z_{2}^{T} J_{N-2 a} Z_{2}\right) H J_{a}\left(Z_{2}^{T} J_{N-2 a} Z_{2}\right),  \tag{2.8}\\
\dot{Z}_{2}= & -J_{N-2 a} B J_{A}+E Z_{2}+Z_{2}\left(J_{a} A^{T} J_{a}\right)-\frac{1}{2}\left(D J_{a}\right) R+\frac{1}{2} Z_{2}\left(H J_{a}\right) R \\
& +Z_{2}\left(J_{a} D^{T} J_{N-2 a}\right) Z_{2}-\frac{1}{2}\left(D J_{a}\right) Z_{2}^{T} J_{N-2 a}+\frac{1}{2} Z_{2}\left(H J_{a}\right) Z_{2}^{T} J_{N-2 a} Z_{2} .
\end{align*}
$$

The matrices $A, B, C, D, E$, and $H$ are given functions of $t$, satisfying the conditions given in (2.1) (for all $t$ ).

Equations (2.8) can also be viewed as equations based on the action of the real group $\mathrm{O}(N / 2, N / 2)$ ( $N$ even) or $\mathrm{O}((N+1) / 2,(N-1) / 2)$ ( $N$ odd) on the corresponding Grassmannian of real isotropic $a$-planes (with $1 \leqslant a$ $\leqslant[N / 2]$ ). In this case the matrices $R, Z_{2}, A, \ldots, H$ are real.

In order to obtain the equations related to the action of the group $\mathrm{G}_{2}$ on the space $\mathrm{G}_{2} / P_{\alpha a}$ we set $N=7$ in all the above equations and consider the cases $a=1$ and $a=2$ separately.

## B. The $G_{2} / P_{\alpha_{1}}$ equations

We have shown in I that we have

$$
\begin{align*}
& P_{\alpha 1}(\mathbb{C}) \sim \mathrm{G}_{2}(\mathbb{C}) \cap \operatorname{SIM}(5, \mathbb{C}),  \tag{2.9}\\
& P_{\alpha 1}(\mathbb{R}) \sim \mathrm{G}_{2}^{\mathrm{NC}}(\mathbb{R}) \cap \operatorname{SIM}(3,2) .
\end{align*}
$$

The corresponding homogeneous spaces are diffeomorphic, i.e., we have
$\mathrm{G}_{2}(\mathbb{C}) / P_{\alpha 1}(\mathbb{C}) \sim \mathrm{O}(7, \mathrm{C}) / \operatorname{SIM}(5, \mathrm{C})$,
$\mathrm{G}_{2}^{\mathrm{NC}}(\mathbb{R}) / P_{\alpha 1}(\mathbb{R}) \sim \mathbf{O}(4,3) / \operatorname{SIM}(3,2)$,

$$
\begin{aligned}
& B^{T}=\left(-a_{10}, a_{20},-\sqrt{2} a_{03},-a_{13},-a_{23}\right), \quad A=-a_{2}, \\
& D^{T}=\left(-a_{01}, a_{02},-\sqrt{2} a_{30},-a_{31},-a_{32}\right),
\end{aligned}
$$

$$
E=\left(\begin{array}{ccccc}
-a_{1}+a_{2} & a_{21} & \sqrt{ } 2 a_{20} & a_{03} & 0  \tag{2.12}\\
a_{12} & a_{1}-2 a_{2} & \sqrt{ } 2 a_{10} & 0 & -a_{03} \\
\sqrt{ } 2 a_{02} & \sqrt{ } 2 a_{01} & 0 & -\sqrt{ } 2 a_{10} & -\sqrt{ } 2 a_{20} \\
a_{30} & 0 & -\sqrt{ } 2 a_{01} & -a_{1}+2 a_{2} & -a_{21} \\
0 & -a_{30} & -\sqrt{ } 2 a_{02} & -a_{12} & a_{1}-a_{2}
\end{array}\right) .
$$

Equations (2.11) and (2.12) provide the $G_{2}(\mathbb{C}) / P_{\alpha 1}(\mathbb{C})$ ODE's if all the entries $Z_{2}, A, B, D, E$ are allowed to be complex. The $G_{2}(\mathbb{R}) / P_{\alpha 1}(\mathbb{R})$ equations are obtained by constraining the above matrices to be real.

## C. The $G_{2} / P_{\alpha 2}$ equations

This case is somewhat more complicated and more interesting. As shown in I, we have
[with $\operatorname{SIM}(5, \mathbb{C})=P_{1}(\mathbb{C}), \operatorname{SIM}(3,2)=P_{1}(\mathbb{R})$ ]. Indeed, the dimensions satisfy

$$
\begin{aligned}
& \operatorname{dim} \mathrm{G}_{2} / P_{\alpha 1}=14-9=5 \\
& \operatorname{dim} \mathrm{O}(7, \mathrm{C}) / \operatorname{SIM}(5, \mathbb{C})=21-15=5
\end{aligned}
$$

and it is easy to verify that $G_{2}(\mathbb{C})$ acts transitively on $\mathrm{O}(7, \mathrm{C}) / \mathrm{SIM}(5, \mathrm{C})$. The same is true in the real case. We concentrate on the complex case, all results are valid for $\mathrm{G}_{2}^{\mathrm{NC}}(\mathbb{R})$ as well.

In view of (2.10) we can directly use the coordinates (2.6) for $a=1, N=7$. In this case we have $J_{a}=1, Z_{1} \in \mathbb{C}$, hence $R=0$ and also $C=H=0$ in (2.1). Equations (2.8) reduce to complex conformal Riccati equations, ${ }^{4}$ which in this case we write as

$$
\begin{align*}
\dot{Z}_{2}= & -J_{5} B+(E+A) Z_{2}+Z_{2}\left(D^{T} J_{5}\right) Z_{2} \\
& -\frac{1}{2} D\left(Z_{2}^{T} J_{5} Z_{2}\right), \\
& Z_{2}, B, D \in \mathbb{C}^{5}, \quad A \in \mathbb{C}, \quad E \in \mathbb{C}^{5 \times 5}, \quad J_{5} E+E^{T} J_{5}=0 . \tag{2.11}
\end{align*}
$$

The $G_{2}(\mathbb{C}) / P_{\alpha 1}$ equations are a special case of (2.11), obtained by requiring that the matrix $M$ of (2.1) be an element of $g_{2}(\mathbb{C})$. Comparing with (I.4.21) we see that this implies

$$
\begin{equation*}
P_{\alpha 2}(\mathbb{C}) \sim \mathrm{G}_{2}(\mathbb{C}) \cap \operatorname{OPT}(5, \mathbb{C}) \tag{2.13}
\end{equation*}
$$

however, $\mathrm{G}_{2}(\mathbb{C})$ does not act transitively on $\mathrm{O}(7, \mathrm{C})$ / OPT ( $5, \mathbb{C}$ ). Indeed, in this case we have
$\operatorname{dim} \mathrm{G}_{2} / P_{\alpha 2}=14-9=5$,
$\operatorname{dim} O(7, \mathbb{C}) / O P T(5, \mathbb{C})=21-14=7$.
Our first task is to provide a model of the space $\mathrm{G}_{2} / P_{\alpha 2}$ as a
subspace of $O(7, \mathbb{C}) /$ OPT $(5, \mathbb{C})$ and to introduce an appropriate coordinate patch.

To do this we use a decomposition of the Lie algebra $\mathrm{g}_{2}(C)$ in the form

$$
\begin{equation*}
\mathrm{g}_{2}=N+p_{\alpha 2} \tag{2.15}
\end{equation*}
$$

where $N$ is a nilpotent algebra represented by matrices $M$ of the form (2.1) satisfying

$$
\begin{align*}
& M=\left[\begin{array}{ccc}
0 & B^{T} & C \\
0 & 0 & -J_{5} B J_{2} \\
0 & 0 & 0
\end{array}\right], \\
& B^{T}=\left(\begin{array}{ccc}
a_{20} & -\sqrt{ } 2 a_{03} & -a_{13} \\
a_{21} & \sqrt{ } 2 a_{20} & a_{03}
\end{array}\right),  \tag{2.16}\\
& C=\left[\begin{array}{cc}
-a_{23} & 0 \\
0 & a_{23}
\end{array}\right]
\end{align*}
$$

[see (I.4.21)]. We parametrize elements of the group $\mathrm{G}_{2}(\mathbb{C})$ as

$$
\begin{equation*}
g=e^{N} g_{p}, \quad g_{p} \in P_{\alpha 2} \tag{2.17}
\end{equation*}
$$

We have

$$
\begin{equation*}
e^{N}=I+N+\frac{1}{2} N^{2} \tag{2.18}
\end{equation*}
$$

We act with the general element of $G_{2}(\mathbb{C})$ in the form (2.17) on the origin $\left(X_{1}^{T}, X_{2}^{T}, X_{3}^{T}\right)=\left(0,0, I_{2}\right)$ of the Grassmannian and use the fact that $g_{p}$ leaves the origin invariant. The action of $e^{N}$ then provides the required coordinates on the Grassmannian $\mathrm{G}_{2}(\mathbb{C}) / P_{\alpha 2}(\mathbb{C})$. Explicitly, in affine coordinates, we obtain

$$
\begin{align*}
& Z_{1}=\left[\begin{array}{cc}
\frac{1}{2} v+\frac{1}{2}(x y-u z) & -x z-y^{2} \\
-x^{2}-u y & -\frac{1}{2} v+\frac{1}{2}(x y-u z)
\end{array}\right] \\
& Z_{2}=\left(\begin{array}{cc}
y & z \\
\sqrt{ } 2 x & -\sqrt{ } 2 y \\
u & x
\end{array}\right) \tag{2.19}
\end{align*}
$$

The $J$-antisymmetric part of $Z_{1}$ is

$$
R=Z_{1}^{T} J_{2}-J_{2} Z_{1}=\left[\begin{array}{cc}
0 & v  \tag{2.20}\\
-v & 0
\end{array}\right]
$$

Substituting $Z_{2}$ and $R$ into Eqs. (2.8) and writing the elements of the matrix $M$ of (2.1) in the form agreeing with (I.4.21), i.e.,

$$
\begin{align*}
& A=\left[\begin{array}{cc}
-a_{2} & -a_{10} \\
-a_{01} & -a_{1}+a_{2}
\end{array}\right], \quad B^{T}=\left[\begin{array}{ccc}
a_{20} & -\sqrt{ } a_{03} & -a_{13} \\
a_{21} & \sqrt{ } 2 a_{20} & a_{03}
\end{array}\right], \quad C=\left[\begin{array}{cc}
-a_{23} & 0 \\
0 & a_{23}
\end{array}\right], \\
& D=\left[\begin{array}{cc}
a_{02} & a_{12} \\
-\sqrt{ } 2 a_{30} & \sqrt{ } 2 a_{02} \\
-a_{31} & a_{30}
\end{array}\right], \quad E=\left[\begin{array}{ccc}
a_{1}-2 a_{2} & \sqrt{ } 2 a_{10} & 0 \\
\sqrt{ } 2 a_{01} & 0 & -\sqrt{ } 2 a_{10} \\
0 & -\sqrt{ } 2 a_{01} & -a_{1}+2 a_{2}
\end{array}\right], \quad H=\left[\begin{array}{cc}
-a_{32} & 0 \\
0 & a_{32}
\end{array}\right] . \tag{2.21}
\end{align*}
$$

We obtain the $\mathrm{G}_{2}(\mathbb{C}) / P_{\alpha_{2}}(\mathbb{C})$ equations as

$$
\begin{align*}
& \dot{x}= \frac{1}{2}\left\{-a_{32}\left(x^{2} y+2 y^{2} u+x z u\right)+2 a_{02} x^{2}+2 a_{31} y^{2}+5 a_{30} x y+2 a_{12} x u\right. \\
&\left.+a_{32} x v-4 a_{02} y u+a_{30} z u-2\left(a_{1}-a_{2}\right) x+4 a_{01} y-2 a_{10} u-a_{30} v-2 a_{20}\right\}, \\
& \dot{y}= \frac{1}{2}\left\{a_{32}\left(x y^{2}+2 x^{2} z+y z u\right)-2 a_{12} x^{2}+2 a_{30} y^{2}+5 a_{02} x y-4 a_{30} x z\right. \\
&\left.-2 a_{31} y z+a_{32} y v+a_{02} z u+4 a_{10} x-2 a_{2} y-2 a_{01} z+a_{02} v-2 a_{03}\right\}, \\
& \dot{z}= \frac{1}{2}\left\{-a_{32}\left(2 y^{3}-z^{2} u+3 x y z\right)-6 a_{02} y^{2}-2 a_{31} z^{2}+3 a_{12} x y+6 a_{30} y z\right. \\
&\left.-a_{12} z u+a_{32} z v-6 a_{10} y+2\left(a_{1}-3 a_{2}\right) z-a_{12} v+2 a_{13}\right\},  \tag{2.22}\\
& \dot{u}= \frac{1}{2}\left\{a_{32}\left(2 x^{3}-z u^{2}+3 x y u\right)-6 a_{30} x^{2}+2 a_{12} u^{2}-3 a_{31} x y+6 a_{02} x u\right. \\
&\left.+a_{31} z u+a_{32} u v-6 a_{01} x-2\left(2 a_{1}-3 a_{2}\right) u-a_{31} v-2 a_{21}\right\}, \\
& \dot{v}=\frac{1}{2}\left\{-a_{32}\left(4 x^{3} z+4 y^{3} u+3 x^{2} y^{2}-z^{2} u^{2}+6 x y z u\right)+a_{12}\left(2 x^{3}-z u^{2}+3 x y u\right)\right. \\
&-3 a_{02}\left(x^{2} y+2 y^{2} u+x z u\right)+a_{31}\left(2 y^{3}-z^{2} u+3 x y z\right)+3 a_{30}\left(2 x^{2} z+x y^{2}+y z u\right) \\
&\left.+a_{32} v^{2}+3 a_{02} x v+3 a_{30} y v-a_{31} z v+a_{12} u v-6 a_{03} x+6 a_{20} y-2 a_{21} z-2 a_{13} u-2 a_{1} v-4 a_{23}\right\} .
\end{align*}
$$

Thus, we obtain a system of five coupled nonlinear ODE's with polynomial nonlinearities of degree 4. All the coefficients $a_{i k}$ are arbitrary functions of $t$. Notice that in agreement with the general theory, ${ }^{6}$ the cubic and quartic terms have coefficients that already occur in linear or quadratic terms.

The $G_{2}^{\mathrm{NC}}(\mathbb{R}) / P_{\alpha 2}(\mathbb{R})$ equations coincide with (2.22), but all coefficients $a_{i k}$ as well as the variables $x, \ldots, v$ must be
considered to be real functions of $t$.
Let us mention that the invariance of the completely antisymmetric tensor $T$ of (I.2.11) under the group $G_{2}$ was not explicitly used in the section. It was however used implicitly. It is the invariance of $T$ that imposes two constraints on the seven coordinates of $O(7, \mathbb{C}) / O P T(5, \mathbb{C})$. A possible solution of these constraints would lead to the five coordinates $x, y, z, u, v$ of (2.19).

## III. EQUATIONS RELATED TO MAXIMAL SIMPLE SUBGROUPS LEAVING ONE-DIMENSIONAL SUBSPACES INVARIANT

We have seen in Ref. 1 that the maximal subgroups of the $\mathrm{G}_{2}$ groups, leaving one-dimensional nonisotropic subspaces in a seven-dimensional space invariant, are all complex or real forms of $\operatorname{SL}(3, \mathbb{C})$. Four different cases occur, namely $\quad G_{2}(\mathbb{C}) \supset \operatorname{SL}(3, \mathbb{C}), \quad G_{2}^{\mathrm{C}}(\mathbb{R}) \supset \operatorname{SU}(3), \quad \mathrm{G}_{2}^{\mathrm{NC}^{\mathrm{C}}}(\mathbb{R})$ $\supset S L(3, \mathbb{R})$, and $G_{2}^{N C}(\mathbb{R}) \supset S U(2,1)$. We shall treat all these cases in a unified manner. To construct the corresponding homogeneous space we first construct a Grassmann manifold of one-planes $\operatorname{SL}(7, F) / \operatorname{Aff}(6, F)$, with $F=\mathbb{C}$ or $F=\mathbb{R}$, respectively. We then restrict $\mathrm{SL}(7, F)$ to $\mathrm{O}(7, \mathbb{C}), \mathrm{O}(7)$, or $O(4,3)$, respectively, and introduce the corresponding metric on the Grassmannian. Finally we restrict to the corresponding $G_{2}$ subgroup. Since $G_{2}$ acts transitively on the appropriate Grassmannian of nonisotropic one-planes, no further constraints on the coordinates of the Grassmannian pertain and we obtain, in all four cases, special cases of projective Riccati equations. ${ }^{4}$

In order to preserve the unity of presentation, we always, in this section, make use of the diagonal metric.

## A. The $\mathbf{G}_{2}(\mathbb{C}) / S L(3, C)$ equation

We first construct the $\operatorname{SL}(7, C) / A f f(6, C)$ Grassmannian by introducing homogeneous coordinates in $\mathbb{C}^{7}$ as

$$
\left(\begin{array}{l}
\mathbf{x}  \tag{3.1}\\
z \\
\mathbf{y}
\end{array}\right), \quad \mathbf{x}, \mathbf{y} \in \mathbb{C}^{3}, \quad z \in \mathbb{C} .
$$

We choose the origin to be the point $\mathbf{x}=\mathbf{y}=0, z=1$ and remove the redundancy of the homogeneous coordinates by identifying any two points with coordinates satisfying

$$
\left(\begin{array}{l}
\mathbf{x}  \tag{3.2}\\
z \\
\mathbf{y}
\end{array}\right)=\left(\begin{array}{c}
\mathrm{x} g \\
z g \\
\mathrm{yg}
\end{array}\right), \quad g \in \mathbb{C}, \quad g \neq 0
$$

Notice that the isotropy group of the origin $(0,0,0,1,0,0,0)^{T}$ is indeed the affine group $\operatorname{Aff}(6, \mathbb{C})$ realized by the matrices

$$
\begin{aligned}
H \sim & {\left[\begin{array}{ccc}
G_{11} & 0 & G_{13} \\
G_{21} & G_{22} & G_{23} \\
G_{31} & 0 & G_{33}
\end{array}\right], } \\
& G_{11}, G_{13}, G_{31}, G_{33} \in \mathbb{C}^{3 \times 3}, \quad G_{21}, G_{23} \in \mathbb{C}^{1 \times 3}, \quad G_{22} \in \mathbb{C} .
\end{aligned}
$$

We restrict to $\mathrm{O}(7, \mathbb{C})$ by requiring that the $\operatorname{SL}(7, \mathbb{C})$ matrices $G$ satisfy $G^{T} G=I_{7}$ (the seven-dimensional identity matrix). Acting on the origin of the Grassmannian constructed above, the $O(7, \mathbb{C})$ matrices sweep out a submanifold of nonisotropic one-planes with homogeneous coordinates satisfying

$$
\begin{equation*}
x^{2}+z^{2}+y^{2}=1 \tag{3.3}
\end{equation*}
$$

The isotropy group for the origin reduces to $O(6, C)$.
Further restricting to $G_{2}(\mathbb{C})$ (in the $I_{7}$ realization, see Ref. 1) we notice that the isotropy group of the origin re-
duces to $\operatorname{SL}(3, C)$ [indeed $\operatorname{SL}(3, C)$ was obtained in $I$ as themaximal subgroup of $G_{2}(\mathbb{C})$ leaving a nonisotropic one-dimensional vector space invariant]. Moreover $G_{2}(\mathbb{C})$ acts transitively on $O(7, C) / O(6, C)$. Comparing dimensions, we have

$$
\begin{align*}
& \operatorname{dim} \operatorname{SL}(7, \mathbb{C}) / \operatorname{Aff}(6, C)=48-42=6 \\
& \operatorname{dim} O(7, C) / O(6, C)=21-15=6  \tag{3.4}\\
& \operatorname{dim} G_{2}(\mathbb{C}) / \operatorname{SL}(3, \mathbb{C})=12-8=6
\end{align*}
$$

We can now write down the nonlinear equations with superposition formulas in the usual manner. ${ }^{3,4,7}$

In homogeneous coordinates we have the $\operatorname{SL}(7, \mathbb{C})$ / Aff $(6, C)$ equations

$$
\begin{align*}
\left(\begin{array}{c}
\dot{\mathbf{x}} \\
\dot{z} \\
\dot{\mathbf{y}}
\end{array}\right)= & \left(\begin{array}{ccc}
R & \mathbf{m} & V \\
\mathbf{a}^{T} & \mu & \mathbf{n}^{T} \\
W & \mathbf{b} & U
\end{array}\right)\left(\begin{array}{c}
\mathbf{x} \\
z \\
\mathbf{y}
\end{array}\right) \\
& R, V, W, U \in \mathbb{C}^{3 \times 3}, \quad \mathbf{m}, \mathbf{n}, \mathrm{a}, \mathrm{~b} \in \mathbb{C}^{3} \\
& \mu \in \mathbb{C}, \quad \mu=-(\operatorname{Tr} R+\operatorname{Tr} U) \tag{3.5}
\end{align*}
$$

Removing the redundancy (3.2) by introducing affine coordinates

$$
\begin{equation*}
\xi=\mathbf{x} / z, \quad \eta=\mathbf{y} / z \tag{3.6}
\end{equation*}
$$

we obtain the projective Riccati equations

$$
\begin{align*}
& \dot{\boldsymbol{\xi}}=\mathbf{m}+(R-\mu) \boldsymbol{\xi}+V \boldsymbol{\eta}-\boldsymbol{\xi}((\mathbf{a}, \boldsymbol{\xi})+(\mathbf{n}, \boldsymbol{\eta}))  \tag{3.7}\\
& \dot{\boldsymbol{\eta}}=\mathbf{b}+\boldsymbol{W} \boldsymbol{\xi}+(U-\mu) \boldsymbol{\eta}-\boldsymbol{\eta}(\mathbf{a}, \boldsymbol{\xi})+(\mathbf{n}, \boldsymbol{\eta})) .
\end{align*}
$$

The $O(7, C) / O(6, C)$ equations are obtained by requiring that the matrix $M \in \mathbb{C}^{7 \times 7}$ in (3.5) should satisfy

$$
\begin{equation*}
M+M^{T}=0 \tag{3.8}
\end{equation*}
$$

Equations (3.7) simplify to

$$
\begin{align*}
& \dot{\boldsymbol{\xi}}=\mathbf{m}+R \boldsymbol{\xi}+V \boldsymbol{\eta}+\boldsymbol{\xi}((\mathbf{m}, \boldsymbol{\xi})-(\mathbf{n}, \boldsymbol{\eta})) \\
& \dot{\boldsymbol{\eta}}=-\mathbf{n}-V^{T} \boldsymbol{\xi}+U \boldsymbol{\eta}+\boldsymbol{\eta}((\mathbf{m}, \boldsymbol{\xi})-(\mathbf{n}, \boldsymbol{\eta})) . \tag{3.9}
\end{align*}
$$

Finally, we obtain the $\mathrm{G}_{2}(\mathbb{C}) / \mathrm{SL}(3, \mathbb{C})$ equations by restricting the matrix $M$ in (3.8) to the Lie algebra $\mathrm{g}_{2}(\mathbb{C})$. Following I we see that this is achieved by putting

$$
\begin{gather*}
M=\left(\begin{array}{ccc}
R & \mathbf{m} & V \\
-\mathbf{m}^{T} & 0 & \mathbf{n}^{T} \\
-V^{T} & -\mathbf{n} & U
\end{array}\right), \\
\text { with } \quad \mathbf{m}=\left(\begin{array}{l}
m_{1} \\
m_{2} \\
m_{3}
\end{array}\right), \quad \mathbf{n}=\left(\begin{array}{l}
n_{1} \\
n_{2} \\
n_{3}
\end{array}\right),  \tag{3.10}\\
R=\frac{1}{2}\left[\begin{array}{ccc}
0 & a_{3}+m_{3} & -a_{2}-m_{2} \\
-a_{3}-m_{3} & 0 & a_{1}+m_{1} \\
a_{2}+m_{2} & -a_{1}-m_{1} & 0
\end{array}\right], \\
U=\frac{1}{2}\left[\begin{array}{ccc}
0 & a_{3}-m_{3} & -a_{2}+m_{2} \\
-a_{3}+m_{3} & 0 & a_{1}-m_{1} \\
a_{2}-m_{2} & -a_{1}+m_{1} & 0
\end{array}\right],
\end{gather*}
$$

$$
V=\frac{1}{2}\left[\begin{array}{ccc}
v_{11} & v_{12}+n_{3} & v_{13}-n_{2}  \tag{3.11}\\
v_{12}-n_{3} & v_{22} & v_{23}+n_{1} \\
v_{13}+n_{2} & v_{23}-n_{1} & -v_{11}-v_{22}
\end{array}\right]
$$

$m_{i}, n_{i}, a_{i} v_{i k}=v_{k i} \in \mathbb{C}$ in $M$ and in Eqs. (3.9).

## B. The $\mathbf{G}_{2}^{\mathbf{C}}(\mathbf{R}) / \mathbf{S U}(\mathbf{3})$ equations

This case is completely analogous to the $G_{2}(\mathbb{C})$ / $\mathrm{SL}(3, \mathbb{C})$ case treated above. We again start from a Grassmannian, this time $\operatorname{SL}(7, \mathbb{R}) / \operatorname{Aff}(6, \mathbb{R})$ and use homogeneous coordinates, as in (3.1) and (3.2), but with all entries real. The restriction to $O(7) / O(6)$ again leads to the condition (3.3) defining a sphere $S_{6} \in \mathbb{R}_{7}$. Finally the $G_{2}^{C}(\mathbb{R}) /$ $\operatorname{SU}(3)$ equations coincide with the equations (3.9)-(3.11) with $m_{i}, n_{i}, a_{i}, v_{i k} \in \mathbb{R}$ in (3.10) and $\xi, \eta \in \mathbb{R}^{3}$.

## C. The $G_{2}^{N C}(\mathbb{R}) / S L(3, R)$ equations

We use the metric $I_{4,3}=\operatorname{diag}(1,1,1,1,-1,-1,-1)$. The $o(4,3)$ matrices satisfy

$$
I_{4,3} M+M^{T} I_{4,3}=0
$$

and $g_{2}^{\mathrm{NC}}(\mathbb{R}) \subset 0(4,3)$ is represented by the matrices (I)

$$
M=\left(\begin{array}{ccc}
R & \mathbf{m} & V  \tag{3.12}\\
-\mathbf{m}^{T} & 0 & \mathbf{n}^{T} \\
V^{T} & \mathbf{n} & U
\end{array}\right),
$$

with $n, m, R, U$, and $V$ as in (3.11), but with real entries.
We introduce homogeneous and affine coordinates on the Grassmannian $\operatorname{SL}(7, \mathbb{R}) / \operatorname{Aff}(6, \mathbb{R})$ as in Secs. III A and III B. Restricting to $O(4,3)$ we see that the orbit of the origin ( $0,0,0,1,0,0,0)^{T}$ under this group is the hyperboloid

$$
\begin{equation*}
\mathbf{x}^{2}+z^{2}-\mathbf{y}^{2}=1 \tag{3.13}
\end{equation*}
$$

diffeomorphic to $\mathrm{O}(4,3) / \mathrm{O}(3,3)$.
The $O(4,3) / O(3,3)$ equations in affine coordinates are

$$
\begin{align*}
& \dot{\boldsymbol{\xi}}=\mathbf{m}+R \boldsymbol{\xi}+V \boldsymbol{\eta}+\boldsymbol{\xi}((\mathbf{m}, \boldsymbol{\xi})-(\mathbf{n}, \boldsymbol{\eta})),  \tag{3.14}\\
& \dot{\boldsymbol{\eta}}=\mathbf{n}+V^{\tau} \boldsymbol{\xi}+U \boldsymbol{\eta}+\boldsymbol{\eta}((\mathbf{m}, \boldsymbol{\xi})-(\mathbf{n}, \boldsymbol{\eta})) .
\end{align*}
$$

The $\mathrm{G}_{2}^{\mathrm{NC}}(\mathbb{R}) / \mathrm{SL}(3, \mathbb{R})$ equations are obtained by taking the values of $R, V, U, \mathrm{~m}$, and n as in (3.11) (and real).

## D. The $\mathbf{G}_{2}^{\mathrm{NC}}(\mathbb{R}) / \mathrm{SU}(2,1)$ equations

The diffeomorphism that we are using in this case is $O(4,3) / O(4,2) \sim G_{2}^{N C}(\mathbb{R}) / S U(2,1)$. In order to be able to use the same realization of $G_{2}^{\mathrm{NC}}(\mathbb{R})$ as above and as in Ref. 1 , we must choose the origin in $\operatorname{SL}(7, \mathbb{R}) / \operatorname{Aff}(6, \mathbb{R})$ differently than in the previous sections. A convenient choice is the point $(0,0,0,0,0,0,1)^{T}$ in homogeneous coordinates. The group $\mathrm{SO}(4,3)$, realized by matrices satisfying $G^{T} I_{4,3} G$ $=I_{4,3}$ sweeps out the space

$$
\left(\begin{array}{l}
\mathrm{u}  \tag{3.15}\\
\mathrm{v} \\
z
\end{array}\right), \quad u_{1}^{2}+u_{2}^{2}+u_{3}^{2}+v_{1}^{2}-v_{2}^{2}-v_{3}^{2}-z^{2}=-1 .
$$

We introduce affine coordinates

$$
\xi=\mathbf{u} / z, \quad \eta=\nabla / z
$$

and write an element of the $0(4,3)$ algebra as

$$
\begin{align*}
M= & \left(\begin{array}{ccc}
A & B & \mathbf{p} \\
-I_{12} B^{T} & E & \mathbf{q} \\
\mathbf{p}^{T} & \mathbf{q}^{T} I_{12} & 0
\end{array}\right), \\
& I_{12}=\left(\begin{array}{ccc}
1 & & \\
& -1 & \\
& & -1
\end{array}\right), \quad A+A^{T}=0 \\
& I_{12} E+E^{T} I_{12}=0, \quad A, B, E \in \mathbb{R}^{3 \times 3}, \quad \mathbf{p}, \mathbf{q} \in \mathbb{R}^{3} . \tag{3.16}
\end{align*}
$$

The $O(4,3) / O(4,2)$ Riccati equations have the form

$$
\begin{align*}
& \dot{\boldsymbol{\xi}}=\mathbf{p}+A \boldsymbol{\xi}+\mathbf{B} \boldsymbol{\eta}-\boldsymbol{\xi}\left((\mathbf{p}, \boldsymbol{\xi})+\left(\mathbf{q}, I_{12} \boldsymbol{\eta}\right)\right),  \tag{3.17}\\
& \dot{\boldsymbol{\eta}}=\mathbf{q}+I_{12} B^{\boldsymbol{T}} \boldsymbol{\xi}+E \boldsymbol{\eta}-\eta\left((\mathbf{p}, \boldsymbol{\xi})+\left(\mathbf{q}, I_{12} \boldsymbol{\eta}\right)\right) .
\end{align*}
$$

The $\mathbf{G}_{2}^{\mathrm{NC}}(\mathbb{R}) / \mathrm{SU}(2,1)$ equations are obtained by making (3.16) and (3.17) compatible with (3.12) and (3.11), i.e., putting

$$
\begin{align*}
& A=R, \quad \mathbf{p}=\frac{1}{2}\left(\begin{array}{c}
V_{13}-n_{2} \\
V_{23}+n_{1} \\
-V_{11}-V_{22}
\end{array}\right), \\
& \mathbf{q}=\frac{1}{2}\left(\begin{array}{c}
2 n_{3} \\
-a_{2}+m_{2} \\
a_{1}-m_{1}
\end{array}\right),  \tag{3.18}\\
& B=\frac{1}{2}\left(\begin{array}{ccc}
2 m_{1} & V_{11} & V_{12}+n_{3} \\
2 m_{2} & V_{12}-n_{3} & V_{22} \\
2 m_{3} & V_{13}+n_{2} & V_{23}-n_{1}
\end{array}\right), \\
& E=\frac{1}{2}\left(\begin{array}{ccc}
0 & 2 n_{1} & 2 n_{2} \\
2 n_{1} & 0 & a_{3}-m_{3} \\
2 n_{2} & -a_{3}+m_{3} & 0
\end{array}\right) .
\end{align*}
$$

## IV. EQUATIONS RELATED TO MAXIMAL SEMISIMPLE SUBGROUPS LEAVING THREE-DIMENSIONAL NONDEGENERATE SUBSPACES INVARIANT

It was shown in Ref. 1 that the invariance of a nondegenerate three-dimensional subspace leads to semisimple subgroups of $G_{2}$. More specifically the corresponding subgroups are $\operatorname{SL}(2, \mathbb{C}) \otimes \operatorname{SL}(2, \mathbb{C}) \subset G_{2}(\mathbb{C}), S U(2) \otimes S U(2)$ $\subset G_{2}^{\mathrm{C}}(\mathbb{R}), \quad \mathrm{SU}(2) \otimes \mathrm{SU}(2) \subset \mathrm{G}_{2}^{\mathrm{NC}}(\mathbb{R}), \quad$ and $\quad \mathrm{SU}(1,1)$ $\otimes \operatorname{SU}(1,1) \subset G_{2}^{N C}(\mathbb{R})$. The construction of the corresponding homogeneous spaces and systems of nonlinear ODE's with superposition formulas is of considerable interest, since the invariance of the alternating tensor $T$ [see (I.2.12)] plays a crucial role here.

Let us consider the four cases separately.

## A. The $\mathbf{G}_{\mathbf{2}}(\mathrm{C}) /[\mathbf{S L}(2, \mathrm{C}) \otimes \mathbf{S L}(2, \mathrm{C})]$ equations

It was shown in Ref. 1 that the subgroup $\operatorname{SL}(2, \mathbb{C}) \otimes \mathrm{SL}(2, \mathrm{C}) \subset \mathrm{G}_{2}(\mathbb{C})$ can be realized as the intersection $[O(4, \mathbb{C}) \otimes O(3, \mathbb{C})] \cap G_{2}(\mathbb{C})$. We make use of this fact to imbed the homogeneous space $G_{2}(\mathbb{C}) /[\operatorname{SL}(2, \mathbb{C})$ $\otimes \operatorname{SL}(2, \mathbb{C})]$ into $\mathrm{O}(7, \mathbb{C}) /[\mathrm{O}(4, \mathbb{C}) \otimes \mathrm{O}(3, \mathbb{C})]$. Moreover, it was shown earlier ${ }^{6}$ that this last space can be realized in terms of the Grassmannian of nondegenerate three-planes $G_{3}\left(\mathbb{C}^{7}\right) \sim \operatorname{SL}(7, \mathbb{C}) / \operatorname{Aff}(4,3, \mathbb{C})$, where $\operatorname{Aff}(4,3, \mathbb{C})$ is realized by the matrices

$$
\begin{align*}
\operatorname{Aff}(4,3, \mathbb{C}) \sim & {\left[\begin{array}{cc}
G_{11} & 0 \\
G_{21} & G_{22}
\end{array}\right] } \\
& G_{11} \in \mathbb{C}^{4 \times 4}, \quad G_{22} \in \mathbb{C}^{3 \times 3}, \quad G_{21} \in \mathbb{C}^{3 \times 4}, \\
& \operatorname{det} G_{11} \operatorname{det} G_{22}=1 . \tag{4.1}
\end{align*}
$$

Introducing the diagonal $\mathrm{O}(7, \mathbb{C})$ metric $I_{7}$, and restricting from $\operatorname{SL}(7, \mathbb{C})$ to $\mathrm{O}(7, \mathbb{C})$, we see that $\mathrm{Aff}(4,3, \mathbb{C})$ restricts to $O(4, \mathbb{C}) \otimes O(3, \mathbb{C})$. The dimensions of the corresponding spaces satisfy

$$
\begin{align*}
& \operatorname{dim} \operatorname{SL}(7, \mathbb{C}) / \operatorname{Aff}(4,3, \mathbb{C})=48-36=12  \tag{4.2}\\
& \operatorname{dim} O(7, \mathbb{C}) /[O(4, \mathbb{C}) \times O(3, \mathbb{C})]=21-9=12
\end{align*}
$$

Having in mind that we shall below wish to restrict to the $G_{2}(\mathbb{C})$ group, we define homogeneous coordinates on the Grassmannian of nondegenerate three-planes as the matrix elements of the matrices

$$
\xi=\left(\begin{array}{l}
X  \tag{4.3}\\
\mathbf{Z}^{T} \\
Y
\end{array}\right), \quad X, Y \in \mathbb{C}^{3 \times 3}, \quad \mathbf{Z}^{T} \in \mathbb{C}^{1 \times 3}
$$

We choose the origin to be $\left(0,0, I_{3}\right)^{T}$; the fact that Aff $(4,3, \mathrm{C})$ and $O(4, \mathbb{C}) \otimes O(3, C)$ are the isotropy groups of the origin within $\operatorname{SL}(7, \mathbb{C})$ and $O(7, \mathbb{C})$, respectively, is then manifest.

The corresponding $O(7, C)$ equations can be written in homogeneous coordinates as

$$
\begin{align*}
\left(\begin{array}{c}
\dot{X} \\
\dot{\mathbf{Z}}^{T} \\
\dot{Y}
\end{array}\right)= & \left(\begin{array}{ccc}
R & \mathbf{m} & V \\
-\mathbf{m}^{T} & 0 & \mathbf{n}^{T} \\
-V^{T} & -\mathbf{n} & U
\end{array}\right)\left(\begin{array}{c}
X \\
\mathbf{Z}^{T} \\
Y
\end{array}\right), \\
& R, U, V \in \mathbb{C}^{3 \times 3}, \quad \mathbf{m}, \mathbf{n} \in \mathbb{C}^{3 \times 1} \\
& R^{T}+R=0, \quad U^{T}+U=0 . \tag{4.4}
\end{align*}
$$

The homogeneous coordinates satisfy the $O(7, \mathbb{C})$ condition

$$
\begin{equation*}
X^{T} X+Z Z^{T}+Y^{T} Y=I \tag{4.5}
\end{equation*}
$$

Introducing affine coordinates in the usual manner

$$
\begin{equation*}
W_{1}=X Y^{-1}, \quad \mathbf{W}_{2}^{T}=\mathbf{Z}^{T} Y^{-1}, \quad \operatorname{det} Y \neq 0 \tag{4.6}
\end{equation*}
$$

we obtain a system of 12 nonlinear ODE's associated to the action of $O(7, \mathbb{C})$ on $O(7, \mathbb{C}) /[O(4, \mathbb{C}) \times O(3, \mathbb{C})]$ :
$\dot{W}_{1}=V+R W_{1}-W_{1} U+\mathbf{m} \mathbf{W}_{2}^{T}+W_{1} V^{T} W_{1}+W_{1} \mathbf{n} \mathbf{W}_{2}^{T}$,
$\dot{\mathbf{W}}_{2}^{T}=\mathbf{n}^{T}-\mathbf{m}^{T} W_{1}-\mathbf{W}_{2}^{T} U+\mathbf{W}_{2}^{T} V^{T} W_{1}+\mathbf{W}_{2}^{T} \mathbf{n} \mathbf{W}_{2}^{T}$. (4.7)
Notice that (4.5) does not imply any restrictions on the matrices of affine coordinates $W_{1}$ and $W_{2}$. Notice also that (4.7) could have been written in the form of one rectangular matrix Riccati equation ${ }^{6}$ for the matrix $W \in \mathbb{C}^{4 \times 3}, W^{T}$ $=\left(W_{1}^{T}, W_{2}\right)$, however, (4.7) is more convenient in the $\mathrm{G}_{2}$ context.

Consider now the homogeneous space $\mathrm{G}_{2}(\mathrm{C})$ / $[\mathrm{SL}(2, \mathbb{C}) \otimes \operatorname{SL}(2, \mathbb{C})]$. We have
$\operatorname{dim} G_{2}(\mathbb{C}) /[S L(2, \mathbb{C}) \otimes S L(2, \mathbb{C})]=14-6=8$.
Thus, four supplementary conditions must be imposed on the components of $W_{1}$ and $W_{2}$ in (4.6). These must be consequences of the specific properties of the group $G_{2}(\mathbb{C})$, i.e., the invariance of the tensor $T$ of (I.2.12). To see this, let us apply an element $G=\left\{g_{i j}\right\} \in \mathrm{G}_{2}(\mathbb{C})$ to the origin. We have

$$
\left[\begin{array}{c}
X  \tag{4.9}\\
\mathbf{Z}^{T} \\
Y
\end{array}\right]=G\left[\begin{array}{l}
0 \\
0 \\
I
\end{array}\right]=\left[\begin{array}{lll}
g_{15} & g_{16} & g_{17} \\
g_{25} & g_{26} & g_{27} \\
g_{35} & g_{36} & g_{37} \\
\frac{g_{45}}{g_{46}} & -\frac{g_{47}}{g_{55}} & -\overline{g_{56}}
\end{array}\right]
$$

We are using the $\mathrm{O}(7, \mathrm{C})$ metric given by the identity matric $I_{7}$, hence the nonzero components of the tensor $T$ are given by (I.2.12). The invariance conditions (1.2.11) relate the first column of (4.9) to the other two:

$$
\begin{equation*}
g_{i 5} T_{576}=g_{i 5}=g_{m 7} g_{n 6} T_{i m n} \tag{4.10}
\end{equation*}
$$

The $\mathrm{O}(7, \mathrm{C})$ conditions (4.5) can be rewritten as

$$
\begin{equation*}
g_{i 6} g_{i 6}=g_{i 7} g_{i 7}=1, \quad g_{i 6} g_{i 7}=0 \tag{4.11}
\end{equation*}
$$

Thus, only $21-7-3=11$ of the 21 homogeneous coordinates are independent. To reduce further, namely to eight truly independent quantities, we must, as usual, go over to affine coordinates. In doing so, we automatically account for the equivalence ( $X^{T}, Z, Y^{T}$ ) $\sim\left(G_{0}^{T} X^{T}, G_{0}^{T} Z, G_{0}^{T} Y^{T}\right.$ ), where in the considered case we have $G_{0}=\mathrm{O}(3, \mathbb{C})$. This will effectively remove three redundant coordinates, or provide three needed constraints on the 11 quantities that we have so far reduced to.

Using (4.6), we express

$$
\begin{align*}
& X=W_{1} Y, \quad Z^{T}=W_{2}^{T} Y,  \tag{4.12}\\
& W_{1} \equiv\left\{w_{i k}\right\}, \quad W_{2}^{T} \equiv\left\{v_{1}, v_{2}, v_{3}\right\}, \quad i, k=1,2,3
\end{align*}
$$

Using (4.9), we express $X, Z^{T}$, and $Y$ in terms of the elements $g_{a b}$ of a $G_{2}(\mathbb{C})$ group element. We then eliminate $g_{a 5}(a=1, \ldots, 7)$ using (4.10). Defining the minors $S_{55}, S_{65}$, and $S_{75}$ as

$$
\begin{align*}
& S_{55}=g_{66} g_{77}-g_{67} g_{76}, \quad S_{65}=g_{57} g_{76}-g_{56} g_{77} \\
& S_{75}=g_{56} g_{67}-g_{57} g_{66} \tag{4.13}
\end{align*}
$$

we see that (4.9), (4.10), and (4.12) provide a system of
four linear homogeneous equations for $S_{55}, S_{65}$, and $S_{75}$. Since this system must have a nonzero solution, the rank of the matrix of the system must be 2 . This in turn requires that the determinants of four $3 \times 3$ matrices vanish. The matrix elements of these matrices are themselves third-order polynomials in the components $w_{i k}$ and $v_{i}$ of $W_{1}$ and $W_{2}$. Thus we obtain four nonlinear constraints

$$
\begin{equation*}
\Delta_{\mu}\left(w_{i k}, v_{i}\right)=0, \quad \mu=1, \ldots, 4 \tag{4.14}
\end{equation*}
$$

on the 12 components of the matrices $W_{1}$ and $W_{2}$, reducing the number of independent components to precisely 8 , as required. We give the determinants $\Delta_{\mu}$ in the Appendix.

The $G_{2}(\mathbb{C}) /[S L(2, \mathbb{C}) \otimes \operatorname{SL}(2, \mathbb{C})]$ ODE's with superposition formulas are thus the matrix Riccati equations (4.7), subject to the following conditions.
(i) The coefficients $R, V, U, m$, and $n$ are such that the matrix $M$ of (3.10) is an element of $g_{2}(\mathbb{C})$ for all times $t$ [i.e., they satisfy (3.10) and (3.11)].
(ii) The matrix elements of $W_{1}$ and $W_{2}$ satisfy the constraints (4.14). These can be imposed at the initial time $t=t_{0}$ and they will then be satisfied for all times $t$ [as a consequence of the above condition (i)].

We have not attempted to solve the constraints explicitly: this would involve solving cubic equations and would lead to very complicated explicit formulas. The nonlinearities would, in general be irrational, involving square and cubic roots of the dependent variables.

##  equations

The nonlinear ODE's in these two cases are intimately related to those obtained in Sec. IV A.

Consider first the compact case $G_{2}^{C}(\mathbb{R}) /$ $[S U(2) \otimes S U(2)]$. The metric is again given by the identity matrix $I_{7}$ (see Table III of I) and the tensor $T$ is exactly the same as in the complex case. The nonlinear ODE's associated to the action of $\mathrm{G}_{2}^{\mathrm{C}}(\mathbb{R})$ on $\mathrm{G}_{2}^{\mathrm{C}}(\mathbb{R}) /[\mathrm{SU}(2) \otimes \mathrm{SU}(2)]$ are hence the same equations (4.7) with the same $\mathrm{g}_{2}$ constraints on the coefficients $R, V, U, \mathrm{~m}$, and n , as above, and the some nonlinear constraints (4.14) on the matrices $W_{1}(t)$ and $W_{2}(t)$. The only difference is that both the coefficients in the equations, and the matrices of dependent variables are restricted to be real.

The noncompact case $G_{2}^{N C}(\mathbb{R}) /[S U(2) \otimes S U(2)]$ is only slightly different. The appropriate metric is given by the matrix $I_{4,3}$ (see Table IV of I). We have

$$
I_{4,3}=H^{T} I_{7} H, \quad H=\left(\begin{array}{cc}
I_{4} & 0  \tag{4.15}\\
0 & i I_{3}
\end{array}\right) .
$$

For the elements of Lie group $G_{2}(\mathbb{C})$, Lie algebra $g_{2}(\mathbb{C})$ and the tensor $T$, we then have

$$
\begin{align*}
& g^{\prime}=H^{-1} g H, \quad M^{\prime}=H^{-1} M H,  \tag{4.16}\\
& T_{i m n}^{\prime}=\left(H^{-1}\right)_{i a} T_{a b c} H_{b m} H_{c n} \tag{4.17}
\end{align*}
$$

The conditions (4.10) are not affected by this change, hence the constraints (4.14) remain the same as in the complex and compact cases.

The equations themselves are modified in that the matrix $M$ of (4.4) is replaced by (3.12), i.e.,
$\dot{W}_{1}=V+R W_{1}-W_{1} U+\mathbf{m} W_{2}^{T}-W_{1} V^{T} W_{1}-W_{1} \mathbf{n} W_{2}^{T}$,
$\dot{\mathbf{W}}_{2}^{T}=\mathbf{n}^{T}-\mathbf{m} W_{1}-\mathbf{W}_{2}^{T} U-\mathbf{W}_{2}^{T} V^{T} W_{1}-\mathbf{W}_{2}^{T} \mathbf{n} \mathbf{W}_{2}^{T}$,
where all entries are real.

## C. The $G_{2}^{N C}(\mathbb{R}) /[S U(1,1) \otimes S U(1,1)]$ equations

We shall again make use of the metric given by the ma$\operatorname{trix} I_{4,3}$. The subgroup $\operatorname{SU}(1,1) \otimes \operatorname{SU}(1,1)$ was identified in Ref. 1 as the maximal subgroup of $G_{2}^{\mathrm{NC}}(\mathbb{R})$ leaving a nondegenerate three-dimensional subspace with signature $(++-)$ invariant. In keeping with this fact, and in analogy with our procedure in the complex case, we choose the homogeneous coordinates of the origin in $G_{2}^{N C}(\mathbb{R}) /$ $[\operatorname{SU}(1,1) \otimes \operatorname{SU}(1,1)]$ to be

$$
U_{0}=\left[\begin{array}{lll}
0 & 0 & 0  \tag{4.19}\\
0 & 0 & 0 \\
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 1
\end{array}\right] .
$$

Correspondingly, the homogeneous coordinates of an arbitrary point in this space are

$$
\begin{align*}
& X_{1}, Y_{1}, X_{2} \in \mathbb{R}^{2 \times 3}, \quad Y_{2}^{T} \in \mathbb{R}^{1 \times 3}, \quad G \in G_{2}^{\mathrm{NC}}(\mathbb{R}) . \tag{4.20}
\end{align*}
$$

The invariance of the tensor $T^{\prime}$ under the action of $\mathrm{G}_{2}^{\mathrm{NC}}(\mathbb{R})$ allows us to express the first column in terms of the other two:

$$
\begin{equation*}
g_{i z}=-i T_{i j k}^{\prime} g_{j 7} g_{k 4} \tag{4.21}
\end{equation*}
$$

in analogy to (4.10). In order to reduce to the required number of real coordinates, namely eight, we again introduce affine coordinates
$W_{1}=X_{1} Y^{-1}, \quad W_{2}=X_{2} Y^{-1}, \quad Y \equiv\binom{Y_{1}}{Y_{2}^{T}}, \quad \operatorname{det} Y \neq 0$
(notice that in this formalism we have $W_{1}, W_{2} \in \mathbb{R}^{2 \times 3}$ ).
Proceeding as in the complex case we can again obtain, from (4.20)-(4.22), four nonlinear constraints on 12 components of $W_{1}$ and $W_{2}$. In view of their length we do not reproduce them here (they are available from the authors upon request).

The $G_{2}^{N}(\mathbb{R}) /[S U(1,1) \otimes S U(1,1)]$ equations in homogeneous coordinates are

$$
\left(\begin{array}{c}
\dot{X}_{1}  \tag{4.23}\\
\dot{Y}_{1} \\
\dot{X}_{2} \\
\dot{Y}_{2}^{T}
\end{array}\right)=\left(\begin{array}{cccc}
A & B & C & p \\
-B^{T} & D & E & q \\
C^{T} & E^{T} & F & r \\
p^{T} & q^{T} & -r^{T} & 0
\end{array}\right)\left(\begin{array}{c}
X_{1} \\
Y_{1} \\
X_{2} \\
Y_{2}^{T}
\end{array}\right)
$$

where, in agreement with (3.12), we have

$$
\begin{align*}
& A=\frac{1}{2}\left(\begin{array}{cc}
0 & a_{3}+m_{3} \\
-a_{3}-m_{3} & 0
\end{array}\right), \quad D=\left(\begin{array}{cc}
0 & m_{3} \\
-m_{3} & 0
\end{array}\right), \quad F=\frac{1}{2}\left(\begin{array}{cc}
0 & a_{3}-m_{3} \\
-a_{3}+m_{3} & 0
\end{array}\right), \\
& B=\left(\begin{array}{cc}
\left(-a_{2}-m_{2}\right) / 2 & m_{1} \\
\left(a_{1}+m_{1}\right) / 2 & m_{2}
\end{array}\right), \quad C=\frac{1}{2}\left(\begin{array}{cc}
v_{11} & v_{12}+n_{3} \\
v_{12}-n_{3} & v_{22}
\end{array}\right), \quad E=\left(\begin{array}{cc}
\left(v_{12}+n_{2}\right) / 2 & \left(v_{23}-n_{2}\right) / 2 \\
n_{1} & n_{2}
\end{array}\right),  \tag{4.24}\\
& p=\frac{1}{2}\binom{v_{13}-n_{2}}{v_{23}+n_{1}}, \quad q=\binom{\left(-v_{11}-v_{22}\right) / 2}{n_{3}}, \quad r=\frac{1}{2}\binom{-a_{2}+m_{2}}{a_{1}-m_{1}} .
\end{align*}
$$

Rewriting (4.23) in the affine coordinates (4.22) we obtain

$$
\begin{align*}
& \dot{W}_{1}=(B, p)+A W_{1}-W_{1}\left(\begin{array}{cc}
D & q \\
q^{T} & 0
\end{array}\right)+C W_{2}-W_{1}\binom{-B^{T}}{p^{T}} W_{1}-W_{1}\binom{E}{-r^{T}} W_{2} \\
& \dot{W}_{2}=\left(E^{T}, r\right)+C^{T} W_{1}+F W_{2}-W_{2}\left(\begin{array}{cc}
D & q \\
q^{T} & 0
\end{array}\right)-W_{2}\binom{-B^{T}}{p^{T}} W_{1}-W_{2}\binom{E}{-r^{T}} W_{2} \tag{4.25}
\end{align*}
$$

Thus (4.25), together with four constraints of the type (4.14) provide the nonlinear ODE's corresponding to the action of $G_{2}^{\mathrm{NC}}(\mathbb{R})$ on the space $\mathrm{G}_{2}^{\mathrm{NC}}(\mathbb{R}) /[\mathrm{SU}(1,1) \otimes \mathrm{SU}(1,1)]$.

## V. CONCLUSIONS

We have shown that nonlinear ordinary differential equations with superposition formulas can be associated with the exceptional Lie group $G_{2}$ in a manner quite similar to that used for the classical Lie groups. Since $G_{2}$ is simple and since we have only used homogeneous spaces $\mathrm{G}_{2} / H$, where $H$ is a maximal subgroup of $\mathrm{G}_{2}$, the obtained systems of equations are all indecomposable. ${ }^{6}$

In all cases we have made use of the imbedding of a seven-dimensional representation of $G_{2}(\mathbb{C}), G_{2}^{C}(\mathbb{R})$, or $G_{2}^{N C}(\mathbb{R})$ into $O(7, \mathbb{C}), O(7)$, or $O(4,3)$, respectively. The ODE's for some subgroups $H$ turned out to be special cases of $O(7, C), O(7)$, or $O(4,3)$ equations. For other subgroups new features appeared, due to the existence of an invariant antisymmetric tensor $T$.

A mathematical by-product of our analysis is the construction of quite a few models and coordinate systems for various homogeneous spaces for the complex and real forms of $\mathrm{G}_{2}$. These can also be used for other purposes than those of the present article.

The emphasis in this article has been on deriving the ODE's themselves. In a forthcoming article we shall present
the superposition formulas. This is of interest for both equations specific to the $\mathrm{G}_{2}$ group, and for those that are restrictions of $O$ (7) type equations. In the latter case the superposition formulas for the $G_{2}$ equations are more efficient than for the $O$ (7) ones, in that they make use of a smaller number of particular solutions to express the general one.
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#### Abstract

A system of nonlinear ordinary differential equations allowing a superposition formula can be associated with every Lie group-subgroup pair $G \supset G_{0}$. We consider the case when $G=\mathrm{SL}(n+k, \mathrm{C})$ and $G_{0}=P(k)$ is a maximal parabolic subgroup of $G$, leaving a $k$ dimensional vector space invariant ( $1 \leqslant k \leqslant n$ ). The nonlinear ordinary differential equations (ODE's) in this case are rectangular matrix Riccati equations for a matrix $W(t) \in \mathbb{C}^{n \times k}$. The special case $n=r k$ ( $n, r, k \in \mathbb{N}$ ) is considered and a superposition formula is obtained, expressing the general solution in terms of $r+3$ particular solutions for $r \geqslant 2, k \geqslant 2$. For $r=1$ (square matrix Riccati equations) five solutions are needed, for $r=n$ (projective Riccati equations) the required number is $n+2$.


## I. INTRODUCTION

Superposition formulas for ordinary differential equations (ODE's) are based on the following theorem, due to Lie and Scheffers. ${ }^{1}$

The general solution $\mathbf{x}(t)$ of the system of equations

$$
\begin{equation*}
\frac{d x^{\mu}}{d t} \equiv \dot{x}^{\mu}=f^{\mu}(\mathbf{x}, t), \quad \mu=1, \ldots, n \tag{1.1}
\end{equation*}
$$

can be expressed as a function of $m$ particular solutions and $n$ significant constants

$$
\begin{equation*}
\mathbf{x}(t)=S\left(\mathbf{x}_{1}(t), \ldots, \mathbf{x}_{m}(t), c_{1}, \ldots, c_{n}\right) \tag{1.2}
\end{equation*}
$$

if and only if the right-hand side of (1.1) has the form

$$
\begin{equation*}
f^{\mu}(\mathbf{x}, t)=\sum_{j=1}^{r} Z_{j}(t) \xi_{j}^{\mu}(\mathbf{x}) \tag{1.3}
\end{equation*}
$$

and the differential operators

$$
\begin{equation*}
X_{j} \equiv \sum_{\mu=1}^{n} \xi_{j}^{\mu}(\mathbf{x}) \frac{\partial}{\partial x^{\mu}}, \quad j=1, \ldots, r \tag{1.4}
\end{equation*}
$$

generate a Lie algebra of finite dimensions $r$ under commutation.

We shall call expression (1.2) a "superposition formula" and the solutions $\mathrm{x}_{1}(t), \ldots, \mathrm{x}_{m}(t)$ a "fundamental set of solutions." Their number $m$ and the independence conditions which they must satisfy have to be established in each specific case.

Given an arbitrary Lie group $G$ and a Lie subgroup $G_{0} \subset G$, we can always, at least in principle, construct the homogeneous space $M \sim G / G_{0}$. The infinitesimal action of $G$ on $M$ (in some coordinates) will give us the vector fields $X_{j}$ of (1.4) and from these we can read off the ODE's (1.1). It has recently been shown ${ }^{2}$ that if the Lie algebras $L$ and $L_{0}$, corresponding to the Lie groups $G$ and $G_{0}$, respectively, form a transitive primitive Lie algebra ${ }^{3,4}$ then the corresponding system of ODE's with a superposition formula will be indecomposable. We recall here that "indecomposable" in this context means that it is not possible to decouple a proper subsystem of equations from (1.1) that will have its own superposition formula.

[^2]Restricting ourselves to the indecomposable case, when ( $L, L_{0}$ ) do form a transitive primitive Lie algebra, we note that the following possibilities occur ${ }^{2}$.
(1) $L$ is not semisimple. The ODE's in this case are linear (in general inhomogeneous).
(2) $L$ is semisimple, but not simple. The equations are, $a$ priori, linear, but the dependent variables are subject to nonlinear constraints.
(3) $L$ is simple and $L_{0}$ is a maximal reductive subalgebra. Examples of such ODE's have recently been studied, ${ }^{5}$ corresponding to the pairs $\operatorname{sl}(n, \mathbb{C}) \supset o(n, \mathbb{C})$ and $\operatorname{sl}(2 n, \mathbb{C})$ $\supset \operatorname{sp}(2 n, \mathrm{C})$. The equations have rational but nonpolynomial nonlinearities.
(4) $L$ is simple and $L_{0}$ is a maximal parabolic subalgebra. ${ }^{6-9}$ The equations in this case have polynomial nonlinearities.

This paper is devoted to the last of the above cases. In particular, the Lie algebra $L$ of Lie's theorem is chosen to be $\operatorname{sl}(N, \mathbb{C})$ and the subalgebra $L_{0}$ of vector fields vanishing at the origin is a maximal parabolic subalgebra $p(k)$ of $\operatorname{sl}(N, \mathrm{C})$. The corresponding maximal parabolic subgroup $P(k) \subset \operatorname{SL}(N, C)$ leaves a $k$-dimensional vector space invariant ( $1 \leqslant k \leqslant[N / 2]$ ).

It has already been shown that this case leads to interesting ODE's, namely rectangular matrix Riccati equations (MRE's) for a $n \times k$-dimensional real or complex matrix $W(t)$.

MRE's occur in many applications; e.g., as Bäcklund transformations in the study of integrable systems, as special cases of Volterra-Lotke equations in population dynamics, in optimal control theory and elsewhere. ${ }^{10}$

Explicit superposition formulas have so far been obtained in two special cases only. The first is the case $k=1$,when the matrix reduces to a single column. The equations were called projective Riccati equations ${ }^{6,7}$ and the superposition formula involves $n+2$ particular solutions. The other case is $k=n$, i.e., square MRE's. The superposition formula requires just five particular solutions (for any $n \geqslant 2$ ). ${ }^{8}$

It is convenient to relate the dimensions $n$ and $k$ of $W$ by the formula

$$
\begin{equation*}
n=r k+l, \quad 0 \leqslant l \leqslant k-1, \quad n, r, k, l \in \mathbb{N} . \tag{1.5}
\end{equation*}
$$

In this paper we concentrate on the simplest case, when $l=0$ in (1.5), i.e., $n=r k$. We take $r \geqslant 2, k \geqslant 2$ since $r=1$ corresponds to square MRE's and $k=1$ to projective Riccati equations, both of which have already been treated. ${ }^{6-8}$ The case $l \neq 0$ is more complicated and has so far not been treated.

The general form of the MRE and of its solution is presented in Sec. II. The properties of a fundamental set of solutions are established in Sec. III, where we also present a "standard" form of the initial conditions. In Sec. IV we obtain the superposition formula and also show how $r$ particular solutions can be used to linearize the MRE and to partly decouple it.

## II. THE RECTANGULAR MATRIX RICCATI EQUATIONS

By definition, a maximal parabolic subalgebra $p$ of a complex simple Lie algebra $L$ is a subalgebra $p \subset L$ that is maximally contained in $L$ and contains the Borel subalgebra. ${ }^{11}$ A maximal parabolic subalgebra $p(k)$ of $\operatorname{sl}(n+k, \mathbb{C})$ can be characterized by the fact that it is the largest subalgebra that leaves a $k$-dimensional subspace of $\mathbb{T}^{N}$ invariant $(N=n+k, 1 \leqslant k \leqslant N-1) .{ }^{12}$

We have

$$
\begin{equation*}
\operatorname{SL}(n+k, \mathbb{C}) / P(k) \approx G_{k}\left(\mathbb{C}^{n+k}\right), \tag{2.1}
\end{equation*}
$$

where $G_{k}\left(\mathbb{C}^{n+k}\right)$ is the Grassmannian ${ }^{13}$ of $k$ planes in $\mathbb{C}^{n+k}$. Homogeneous coordinates on this space are given by the matrix elements of the matrix

$$
\begin{equation*}
\binom{X}{Y}, \quad X \in \mathbb{C}^{n \times k}, \quad Y \in \mathbb{C}^{k \times k}, \quad \operatorname{rank}\binom{X}{Y}=k \tag{2.2}
\end{equation*}
$$

Two matrices of the form (2.2) describe the same point if they satisfy

$$
\begin{equation*}
\binom{\widetilde{X}}{\widetilde{Y}}=\binom{X G}{Y G}, \quad G \in G L(k, \mathbb{C}) \tag{2.3}
\end{equation*}
$$

for some nonsingular matrix $G$. In these (redundant) coordinates the action of $\mathrm{SL}(n+k, \mathrm{C})$ is linear and the associated ODE's are

$$
\binom{\dot{X}}{\dot{Y}}=\left(\begin{array}{cc}
C & A  \tag{2.4}\\
-D & -B
\end{array}\right)\binom{X}{Y} .
$$

For points satisfying det $Y \neq 0$ we can introduce affine coordinates on $G_{k}\left(\mathbb{C}^{n+k}\right)$, thus removing the redundancy (2.3),

$$
\begin{equation*}
W=X Y^{-1} \tag{2.5}
\end{equation*}
$$

The action of $\mathrm{SL}(n+k, \mathrm{C})$ in affine coordinates is a matrix fractional linear one; the vector fields representing the infinitesimal action are

$$
\begin{aligned}
& \hat{A}_{\mu v}=\frac{\partial}{\partial w_{\mu \nu}}, \quad \widehat{B}_{\nu v^{\prime}}=\sum_{\mu=1}^{n} w_{\mu v} \frac{\partial}{\partial w_{\mu \nu}}, \\
& \widehat{\mathrm{C}}_{\mu \mu^{\prime}}=\sum_{v=1}^{k} w_{\mu^{\prime} \nu} \frac{\partial}{\partial w_{\mu v}}, \\
& \widehat{D}_{v \mu}=\sum_{\alpha=1}^{n} \sum_{\beta=1}^{k} w_{\alpha \nu} w_{\mu \beta} \frac{\partial}{\partial w_{\alpha \beta}}, \\
& 1 \leqslant \mu, \mu^{\prime} \leqslant n, \quad 1 \leqslant \nu, v^{\prime} \leqslant k,
\end{aligned}
$$

where $w_{\mu \nu}$ are the matrix elements of $W$.

The corresponding system of ODE's are the rectangular MRE's mentioned in the Introduction ${ }^{8}$ :

$$
\begin{align*}
& \dot{W}=A+W B+C W+W D W  \tag{2.7}\\
& W, A \in \mathbb{C}^{n \times k}, \quad B \in \mathbb{C}^{k \times k}, \quad C \in \mathbb{C}^{n \times n}, \quad D \in \mathbb{C}^{k \times n},
\end{align*}
$$

where $A, \ldots, D$ are given matrix functions of time $t$.
The right-hand side of (2.7) represents a curve in the Lie algebra $\operatorname{sl}(n+k, \mathbb{C})$. The general solution of (2.7) is given by the corresponding action of $\operatorname{SL}(n+k, \mathrm{C})$,

$$
\begin{equation*}
W(t)=\left[G_{11}(t) U+G_{12}(t)\right]\left[G_{21}(t) U+G_{22}(t)\right]^{-1}, \tag{2.8}
\end{equation*}
$$

where $U \in \mathbb{C}^{n \times k}$ is a constant matrix, specifying the initial conditions for $W(t)$ and

$$
G(t)=\left(\begin{array}{ll}
G_{11}(t) & G_{12}(t)  \tag{2.9}\\
G_{21}(t) & G_{22}(t)
\end{array}\right)
$$

is a curve in $\operatorname{SL}(n+k, \mathbb{C})$, to be determined in terms of a sufficient number of particular solutions $W_{i}(t)$ of (2.7).

With no loss of generality we can assume $n \geqslant k$, since the case $n<k$ can be reduced to the considered one by transposing the MRE. It is convenient to put $n=r k+l$ as in (1.5). Here we restrict ourselves to $l=0$. Moreover, $r=1$ corresponds to the square MRE, $k=1$ to the projective Riccati equations. Both have been treated earlier. ${ }^{6-8}$

## III. A FUNDAMENTAL SET OF SOLUTIONS

Let us assume that $m$ solutions of the MRE (2.7) are known. They provide $m \cdot n \cdot k$ equations for the matrix elements of $G(t)$, when substituted into (2.8). This provides a lower limit on $m$, namely,

$$
\begin{equation*}
m n k \geqslant(n+k)^{2}-1 \tag{3.1}
\end{equation*}
$$

since $(n+k)^{2}-1$ is the number of independent matrix elements in $G(t) \in \mathrm{SL}(n+k, \mathbb{C})$. According to the general theory, ${ }^{7,8}$ a set of solutions $W_{1}(t), \ldots, W_{m}(t)$ of the considered MRE will suffice, at least locally, to determine $G(t)$ if any subgroup of $\mathrm{SL}(n+k, \mathbb{C})$ leaving the $m$ initial values $W_{i}\left(t_{0}\right)$ on the product of $m$ copies of the Grassmannian $G_{k}\left(\mathbb{C}^{n+k}\right)$ invariant is contained in the center of $\mathrm{SL}(n+k, \mathbb{C})$. We shall construct such a fundamental set of solutions explicitly and then show that a generically chosen set of $m$ solutions can be transformed into this "standard set."

Let us now restrict to the case (1.5) with $l=0$, i.e., put

$$
\begin{equation*}
n=r k, \quad r \geqslant 2, \quad k \geqslant 2 . \tag{3.2}
\end{equation*}
$$

A point on $G_{k}\left(\mathbb{C}^{n+k}\right)$ can be given as

$$
\begin{align*}
\xi=  \tag{3.3}\\
\left(\begin{array}{c}
X_{1} \\
\vdots \\
X_{r} \\
Y
\end{array}\right) \quad \text { or } \quad W=\left(\begin{array}{c}
W_{1} \\
\vdots \\
W_{r}
\end{array}\right), \quad X_{i}, Y, W_{i} \in \mathbb{C}^{k \times k}, \\
i=1, \ldots, r
\end{align*}
$$

in homogeneous or affine coordinates, respectively. Correspondingly, we shall write the elements of $G \in \operatorname{SL}(n+k, \mathbb{C})$ of (2.9) as

$$
\begin{align*}
& G_{11}=\left(\begin{array}{c}
M_{11}, \ldots, M_{1 r} \\
\vdots \\
M_{r 1}, \ldots, M_{r r}
\end{array}\right), \quad G_{12}=\left(\begin{array}{c}
N_{1} \\
\vdots \\
N_{r}
\end{array}\right), \\
& G_{21}=\left(P_{1}, \ldots, P_{r}\right), \quad G_{22}=Q  \tag{3.4}\\
& M_{i j}, N_{i}, P_{i}, Q \in \mathbb{C}^{k \times k}, \quad i, j=1, \ldots, r .
\end{align*}
$$

Theorem 1: The following standard set of $r+3$ initial conditions for solutions of the MRE (2.7), given in homogeneous coordinates, has only the center of $\operatorname{SL}(n+k, \mathbb{C})$ as its isotropy group:
$\left\{\xi_{1}^{S}, \ldots,{\underset{S}{r+3}}_{S}^{S}\right\}=\left\{\left(\begin{array}{c}I_{k} \\ 0 \\ \vdots \\ \frac{0}{0}\end{array}\right),\left(\begin{array}{c}0 \\ I_{k} \\ \vdots \\ \frac{0}{0}\end{array}\right), \ldots,\left(\begin{array}{c}0 \\ 0 \\ \vdots \\ \frac{I_{k}}{0}\end{array}\right)\right.$,

$$
\left.\left(\begin{array}{c}
0  \tag{3.5}\\
0 \\
\vdots \\
\frac{0}{I_{k}}
\end{array}\right), \quad\left(\begin{array}{c}
I_{k} \\
I_{k} \\
\vdots \\
\frac{I_{k}}{I_{k}}
\end{array}\right), \quad\left(\begin{array}{c}
\Lambda_{1} \\
\Lambda_{2} \\
\vdots \\
\frac{\Lambda_{r}}{I_{k}}
\end{array}\right)\right\}
$$

The blocks $\Lambda_{i} \in \mathbb{C}^{k \times k}$ are such that one of them, say $\Lambda_{1}$, satisfies $\Lambda_{1}=\operatorname{diag}\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{k}\right)$, with $\lambda_{i} \in \mathbb{C}, \lambda_{i} \neq \lambda_{j}$ for $i \neq j$ and
another one, say $\Lambda_{2}$, has no irreducible invariant subspaces in common with $\Lambda_{1}$.

Proof: A simple calculation shows that the conditions $\boldsymbol{G}_{\boldsymbol{\xi}}{ }_{i}^{S} \sim \xi_{i}^{S}$ for $i=1, \ldots, r+1$, imply $M_{i j}=0$ for $i \neq j, N_{i}=0$, $P_{i}=0$ in (3.4). Further, imposing $G \xi_{r+2}^{S} \sim \xi_{r+2}^{S}$ we obtain

$$
M_{11}=M_{22}=\cdots=M_{r r}=Q, \quad \operatorname{det} Q \neq 0 .
$$

The last condition $G \xi_{r+3}^{S} \sim \xi_{r+3}^{S}$ implies

$$
Q \Lambda_{i} Q^{-1}=\Lambda_{i}, \quad i=1, \ldots, r
$$

and in view of the conditions on $\Lambda_{1}$ and $\Lambda_{2}$ we find $Q=\lambda I$, $\lambda^{n+k}=1$.
Q.E.D.

Notice that for $n=r k$ relation (3.1) yields

$$
m \geqslant r+3-\left[1-(1 / r)\left(1-1 / k^{2}\right)\right]
$$

so that the relation

$$
\begin{equation*}
m=r+3 \tag{3.6}
\end{equation*}
$$

actually saturates (3.1).
Theorem 2: Given a set of $r+3$ initial conditions for solutions of the MRE (2.7) in affine coordinates $\left\{U_{1}, \ldots, U_{r+3}\right\} \subset \mathbb{C}^{r k} \times k$ satisfying the conditions
(i) $\operatorname{det}\left(\begin{array}{cccc}U_{1} & \cdots & U_{r} & U_{r+1} \\ I_{k} & \cdots & I_{k} & I_{k}\end{array}\right) \neq 0 ;$
(iii) $\operatorname{det}\left(\begin{array}{cccc}U_{1} & \cdots & U_{r} & U_{r+3} \\ I_{k} & \cdots & I_{k} & I_{k}\end{array}\right) \neq 0$;
(iv) the matrices

$$
\begin{equation*}
T_{i}=S_{i} R_{i}\left(S_{r+1} R_{r+1}\right)^{-1} \in \mathbb{C}^{k \times k}, \quad i=1,2, \tag{3.10}
\end{equation*}
$$

have no common nontrivial irreducible eigenspaces and one of them, say $T_{1}$, has $k$ distinct eigenvalues, where $S_{i}$ and $R_{i}$ are defined by

$$
\begin{align*}
& U \equiv\left(\begin{array}{ccc}
U_{1} & \cdots & U_{r+1} \\
I_{k} & \cdots & I_{k}
\end{array}\right)  \tag{3.11}\\
& \left(\begin{array}{c}
\left(S_{1}\right)^{-1} \\
\vdots \\
\left(S_{r+1}\right)^{-1}
\end{array}\right) \equiv U^{-1}\binom{U_{r+2}}{I_{k}},\left(\begin{array}{c}
R_{1} \\
\vdots \\
R_{r+1}
\end{array}\right) \equiv U^{-1}\binom{U_{r+3}}{I_{k}} . \tag{3.12}
\end{align*}
$$

Then, there exists a transformation $G \in \operatorname{SL}(n+k, \mathrm{C})$ transforming the set

$$
\begin{equation*}
\left\{\xi_{i}\right\}=\left\{\binom{U_{i}}{I_{k}}\right\}, \quad i=1, \ldots, r+3 \tag{3.13}
\end{equation*}
$$

into the standard set $\xi_{i}^{S}$ of (3.5).
Proof: Put

$$
G=\Gamma U^{-1}, \quad \Gamma=\left(\begin{array}{lll}
\Gamma_{1} & & \\
& \ddots & \\
& & \Gamma_{r+1}
\end{array}\right),
$$

$\Gamma_{i} \in \mathrm{GL}(k, \mathbb{C}), \quad 1 \leqslant i \leqslant r+1$,
where $U^{-\prime}$ exists in view of (3.7). By construction, we have

$$
G \xi_{i}=\Gamma \xi_{i}^{S} \sim \xi_{i}^{S}, \quad i=1, \ldots, r+1
$$

Moreover

$$
G \xi_{r+2}=\left(\begin{array}{c}
\Gamma_{1} S_{1}^{-1} \\
\vdots \\
\Gamma_{r+1} S_{r+1}^{-1}
\end{array}\right)=\left(\begin{array}{c}
\Gamma_{r+2} \\
\vdots \\
\Gamma_{r+2}
\end{array}\right) \sim\left(\begin{array}{c}
I_{k} \\
\vdots \\
I_{k}
\end{array}\right)
$$

where $\Gamma_{i}=\Gamma_{r+2} S_{i}$. The existence of $S_{i} \in \mathrm{GL}(k, \mathbb{C})$ and $\Gamma_{r+2} \in \mathrm{GL}(k, \mathbb{C})$ follows from (3.8). Finally we have

$$
G \xi_{r+3}=\Gamma\left(\begin{array}{c}
R_{1} \\
\vdots \\
R_{r+1}
\end{array}\right)=\left(\begin{array}{c}
\Gamma_{r+2} S_{1} R_{1} \\
\vdots \\
\Gamma_{r+2} S_{r+1} R_{r+1}
\end{array}\right) \sim\left(\begin{array}{c}
\Lambda_{1} \\
\vdots \\
\Lambda_{r} \\
I_{k}
\end{array}\right)
$$

with

$$
\begin{aligned}
\Lambda_{i} & =\Gamma_{r+2}\left[S_{i} R_{i} R_{r+1}^{-1} S_{r+1}^{-1}\right] \Gamma_{r+2}^{-1} \\
& =\Gamma_{r+2} T_{i} \Gamma_{r+2}^{-1}, \quad i=1, \ldots, r+1
\end{aligned}
$$

The condition det $R_{r+1} \neq 0$ is assured by (3.9). Condition (iv) finally assures that $\Lambda_{1}$ and $\Lambda_{2}$ have the properties required in Theorem 1.
Q.E.D.

Notice that sets of $r+3$ initial conditions not satisfying conditions (i)-(iv) form a set of measure zero in all $(r+3)$ tuplets of matrices in $\mathbb{C}^{r(k+1) \times k}$.

## IV. THE SUPERPOSITION FORMULA AND <br> LINEARIZATION OF THE MRE

## A. Reconstruction of the group element

Let us now turn formula (2.8) into a superposition formula by reconstructing the group element $G(t)$ in (2.9) in terms of $r+3$ particular solutions. In view of Theorem 2 we can restrict ourselves to the case when the initial conditions for our solutions are given, in homogeneous coordinates, by the standard set $\xi_{i}^{S}$ of (3.5).

We parametrize the group element $G(t)$ as in (2.9) and (3.4). Writing (2.8) for the first $r+1$ standard solutions $W_{i}(t)$ we obtain

$$
\begin{equation*}
M_{i j}=W_{j i} P_{j}, \quad N_{i}=W_{r+1, i} Q, \quad i, j=1, \ldots, r \tag{4.1}
\end{equation*}
$$

where we put

$$
W_{j}(t)=\left(\begin{array}{c}
W_{j 1}(t)  \tag{4.2}\\
\vdots \\
W_{j r}(t)
\end{array}\right), j=1, \ldots, r+3
$$

Using $W_{r+2}(t)$ we obtain a system of inhomogeneous linear equations for $P_{i}$ in terms of the known solutions $W_{j}(t)$ ( $j=1, \ldots, r+2$ ) and the still unknown matrix $Q(t) \in \mathbb{C}^{k \times k}$ :

$$
\begin{align*}
& \widetilde{W}\left(\begin{array}{c}
P_{1} \\
\vdots \\
P_{r}
\end{array}\right)=\left(W_{r+1}-W_{r+2}\right) Q,  \tag{4.3}\\
& \widetilde{W}=\left(\begin{array}{c}
W_{r+2,1}-W_{11}, \ldots, W_{r+2,1}-W_{r 1} \\
\vdots \\
W_{r+2, r}-W_{1 r}, \ldots, W_{r+2, r}-W_{r r}
\end{array}\right) .
\end{align*}
$$

The solution exists and is unique as long as

$$
\begin{equation*}
\operatorname{det} \widetilde{W} \neq 0 \tag{4.4}
\end{equation*}
$$

Finally, to determine $Q$ we use the remaining solution $W_{r+3}(t):$

$$
\widetilde{W}\left(\begin{array}{c}
F_{1} Q \Lambda_{1}  \tag{4.5}\\
\vdots \\
F_{r} Q \Lambda_{r}
\end{array}\right)=\left(W_{r+1}-W_{r+3}\right) Q
$$

where

$$
\begin{aligned}
& \left(\begin{array}{c}
F_{1} \\
\vdots \\
F_{r}
\end{array}\right)=\widetilde{W}^{-1}\left(W_{r+1}-W_{r+2}\right), \\
& \widetilde{\widetilde{W}}=\left(\begin{array}{ccc}
W_{r+3,1}-W_{11} & \cdots & W_{r+3,1}-W_{r 1} \\
\vdots & & \vdots \\
W_{r+3, r}-W_{1 r} & \cdots & W_{r+3, r}-W_{r r}
\end{array}\right),
\end{aligned}
$$

and

$$
\left(\begin{array}{c}
\Lambda_{1} \\
\vdots \\
\Lambda_{r}
\end{array}\right)
$$

is defined in Theorem 1.

$$
\Phi^{(1)}=\left(\begin{array}{cccc}
-B-\sum_{a} D_{a} W_{(1) a} & -D_{1} & \cdots & -D_{r}  \tag{4.12}\\
0 & C_{11}+W_{(1) 1} D_{1} & \cdots & C_{1 r}+W_{(1) 1} D_{r} \\
\vdots & \vdots & & \vdots \\
0 & C_{r 1}+W_{(1) r} D_{1} & \cdots & C_{r r}+W_{(1) r} D_{r}
\end{array}\right)
$$

In affine coordinates we denote

$$
\begin{align*}
W^{1} & =\theta_{1}(W)=X^{1}\left(Y^{1}\right)^{-1}  \tag{4.14}\\
& =\left(\begin{array}{c}
I \\
W_{1}-W_{(1) 1} \\
\vdots \\
W_{r-1}-W_{(1) r-1}
\end{array}\right)\left(W_{r}-W_{(1) r}\right)^{-1} \tag{4.13}
\end{align*}
$$

and the transformation exists for all $W$ such that det $\left(W_{r}-W_{(1) r}\right) \neq 0$. The transformed quantity $W^{1}$ satisfies a MRE of the form (2.7) with coefficients determined by the entries in $\Phi^{(1)}$. To simplify further we use a second solution, say $W_{(2)}$, transform it into $W_{(2)}^{1}=\theta_{1}\left(W_{(2)}\right)$ as in (4.13) and define

$$
\Phi^{(2)}=\left(\begin{array}{ccccc}
\phi_{r+1, r+1}^{(1)}+\sum_{a=2}^{r} \phi_{r+1 a}^{(1)} W_{(2) a}^{1} & 0 & * & \cdots & * \\
0 & \phi_{11}^{1} & * & \cdots & * \\
0 & 0 & * & \cdots & * \\
\vdots & \vdots & \vdots & & \vdots \\
0 & 0 & * & \cdots & *
\end{array}\right)
$$

$$
\begin{aligned}
& \binom{X^{2}}{Y^{2}}=\theta_{2}\binom{X^{1}}{Y^{1}}, \\
& \theta_{2}=\left(\begin{array}{ccccc}
0 & 0 & \cdots & 0 & I \\
I & 0 & \cdots & 0 & -W_{(2) 1}^{1} \\
\vdots & \cdot & & & \vdots \\
0 & \cdots & & I & -W_{(2) r}^{1}
\end{array}\right) .
\end{aligned}
$$

The transformed quantity

$$
W^{2}=\theta_{2}\left(W^{1}\right)=\theta_{2}\left[\theta_{1}(W)\right]
$$

will satisfy a MRE with coefficients determined by the matrix
(the stars denote quantities that are, in general, nonvanishing).

In a similar manner we use the first $r+1$ particular solutions to construct the transformation

$$
\begin{equation*}
W^{r+1}=\theta_{r+1}\left[\theta_{r}\left[\cdots\left[\theta_{1}(W)\right] \cdots\right]\right] \tag{4.16}
\end{equation*}
$$

with

$$
\begin{align*}
\theta_{j}= & \left(\begin{array}{ccccc}
0 & 0 & \cdots & 0 & I \\
I & 0 & & 0 & -W_{(j) 1}^{j-1} \\
\vdots & \ddots & \vdots & \vdots \\
0 & \cdots & I & -W_{(j) r}^{j-1}
\end{array}\right), \\
& j=1, \ldots, r+1, \tag{4.17}
\end{align*}
$$

and $\Phi^{(r+1)}$ diagonal

$$
\theta_{r+2}=\left(\begin{array}{cccccc}
0 & W_{(r+2) 1}^{r+1}\left[W_{(r+2) 2}^{r+1}\right]^{-1} & 0 & & \cdots & 0  \tag{4.21}\\
0 & 0 & W_{(r+2) 1}^{r+1}\left[W_{(r+2) 3}^{r+1}\right]^{-1} & & & \vdots \\
& & & \ddots & & \\
\vdots & & 0 & \cdots & W_{(r+2) 1}^{r+1}\left[W_{(r+2) r}^{r+1}\right]^{-1} & 0 \\
0 & 0 & 0 & \cdots & 0 & W_{(r+2)}^{r+1} \\
I & 0 & & & 0 & 0
\end{array}\right) .
$$

The transformed quantities $W_{i}^{r+2}=X^{r+2}\left(Y^{r+2}\right)^{-1}$ satisfy

$$
\begin{equation*}
\dot{W}_{i}^{r+2}=\left[\widetilde{C}, W_{i}^{r+2}\right], \quad i=1, \ldots, r \tag{4.22}
\end{equation*}
$$

i.e., each component satisfies the same equation (4.22) (the known matrix $\widetilde{C}$ does not depend on the label $i$ ) and the right-hand side has the form of a commutator. Given one more solution, $W_{(r+3)}$, we use all the previous ones to transform it into $W_{(r+3)}^{r+2}$, satisfying (4.22). The general solution of (4.22) can be written as

$$
\begin{equation*}
W_{i}^{r+2}=G(t) U_{i} G^{-1}(t), \quad i=1, \ldots, r \tag{4.23}
\end{equation*}
$$

where $U_{i} \in \mathbb{C}^{k \times k}$ is a constant matrix. Choosing the initial conditions for $W_{(r+3)}$ such that we have

$$
U_{(r+3)}=\left(\begin{array}{c}
\Lambda_{1} \\
\Lambda_{2} \\
\vdots \\
\Lambda_{r}
\end{array}\right)
$$

where $\Lambda_{1}$ and $\Lambda_{2}$ have no common nontrivial irreducible eigenspaces and $\Lambda_{1}$ is diagonalizable with all eigenvalues different, we can completely reconstruct $G(t)$.

Without proof we state that if the $r+3$ solutions used above satisfy the conditions of Theorem 2, then all the transformations $\theta_{i}(i=1, \ldots, r+2)$ exist and are invertible. For a general $r$ the explicit formulas are quite complicated and it is best to follow the described procedure as a recursive algorithm.

## V. CONCLUSIONS

The problem posed in the Introduction, namely that of obtaining the general solution of a rectangular MRE for a matrix $W \in \mathbb{C}^{n \times k}$ with $n=r k(r \geqslant 2, k \geqslant 2)$ in terms of $r+3$ particular solutions has been solved. If $r+3$ particular solutions, satisfying the conditions discussed in Sec. III, are known analytically, then the superposition formula of Sec. IV amounts to a general analytical solution. If the required particular solutions are not available, then the superposition formula, or the linearization technique, can be viewed as a numerical method. Thus, a fundamental set of $r+3$ particular solutions can be obtained numerically, starting from well chosen initial conditions, such that the solutions have no singularities in the considered region of $t$. Further solutions, corresponding to other initial conditions, can then be obtained via the superposition formula.

Such a procedure has so far been implemented for square MRE's only. ${ }^{14,15}$ It is particularly efficient when large matrices are involved, when we are interested in solutions that have singularities for real values of $t$, or when a large number of solutions, corresponding to different initial values is required.

Let us mention that the results of Sec. IV provide insight into the properties of the solution set of rectangular MRE. In particular they imply that the MRE (2.7) has the Painlevé
property: the only moving singularities that can develop in the solutions are poles.

The reason why we restricted ourselves to the case $n=r k$ in this paper is that this allowed us to present all formulas and arguments in terms of the matrices $W_{i}(t)$ of (3.3). More generally, for $n=r k+l, 1 \leqslant l \leqslant r-1$, we have found it necessary to proceed differently and to argue in terms of the matrix elements of $W(t)$ directly.
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A mechanism of smoothing due to evaporation condensation of the roughly perturbed surface of solid is formulated by Mullins [W. W. Mullins, J. Appl. Phys. 28, 333 (1957); 30, 77 (1959)] as a certain Cauchy problem for a nonlinear parabolic equation which describes the evolution of the profile of the surface. In the preceding paper [A. Kitada, J. Math. Phys. 27, 1391 (1986) ], through the careful investigations of the Cauchy problem, it was demonstrated that each peak in the initial surface did not increase in height with time. In the present paper, by slightly limiting the set of functions to which the classical solutions of the Cauchy problem belong, it is demonstrated that each peak height decreases with time in the strict sense.

## I. INTRODUCTION

In the preceding paper, ${ }^{1}$ we proposed the relation

$$
\begin{equation*}
u(x, t) \leqslant \alpha\left(x_{0}\right), \quad(x, t) \in C-\left\{\left(x_{0}, 0\right)\right\} \tag{1}
\end{equation*}
$$

which estimates the variation with time, due to evaporation condensation, in height of a peak in a roughly perturbed surface of solid. Here, $u(x, t)$ is a classical solution ${ }^{2}$ of the Cauchy problem ( $P$ ) (Mullins' model ${ }^{3}$ ) in the real line $\mathbb{R}^{1}$,

$$
\begin{align*}
& u_{t}=u_{x x} / 1+u_{x}^{2}, \quad(x, t) \in \mathbb{R}^{1} \times(0, \infty)  \tag{P}\\
& u(x, 0)=\alpha(x), \quad x \in \mathbb{R}^{1}
\end{align*}
$$

describing the evolution of the profile of the surface of solid; and the subset $C$ of the real plane $\mathbb{R}^{2}$, which is a graph of a differentiable function $g(t)$ defined on some closed interval [ $\left.0, t_{f}\right]$ in $\mathbb{R}^{1}$, forms a part of a trajectory in the $x, t$ plane drawn by the migration with time of a peak top initially located at the point $\left(x_{0}, 0\right)$. That is, the curve $C$ is characterized by

$$
\begin{align*}
& C=\left\{(x, t) ; x=g(t)\left(x_{0}=g(0)\right), t \in\left[0, t_{f}\right]\right\},  \tag{2a}\\
& u_{x}(x, t)=0, \quad u_{x x}(x, t)<0, \quad(x, t) \in C . \tag{2b}
\end{align*}
$$

In the present paper, by slightly limiting the set of function to which the classical solutions of the Cauchy problem (P) belong, we show that the relation (1) holds without sign of equality, that is, the peak height decreases with time in the strict sense. It is what the Mullins model has desired for the estimate without sign of equality to hold.

## II. AN ESTIMATE DESCRIBING THE STRICTLY monotone decrease of the peak height

By demonstrating the more general estimate
$u\left(x_{2}, t_{2}\right)<u\left(x_{1}, t_{1}\right), \quad\left(x_{i}, t_{i}\right) \in C \quad(i=1,2), \quad t_{1}<t_{2}$,
we will show the validities of the relation (1) without sign of equality.

The following theorem guarantees this strictly monotone decrease with time of the peak height.

Theorem: Consider a Cauchy problem ( $\mathrm{P}^{*}$ )

$$
\begin{align*}
& u_{t}=F\left(u_{x}, u_{x x}\right), \quad(x, t) \in \mathbb{R}^{1} \times(0, \infty), \\
& u(x, 0)=\alpha(x), \quad x \in \mathbb{R}^{1} \tag{*}
\end{align*}
$$

Let the conditions

$$
\begin{align*}
& F \in C^{2}\left(\mathbb{R}^{2}\right) \quad(\text { Ref. } 4) \\
& F_{q}(p, q)>0(\text { Ref. } 5),  \tag{C}\\
& F(0,0)=0
\end{align*}
$$

hold for the right-hand side $F(p, q)$ of the nonlinear equation in ( $\mathbf{P}^{*}$ ). Suppose, for such a classical solution $u(x, t)$ of ( $\mathbf{P}^{*}$ ) that $u \in C^{3}\left(\mathbb{R}^{1} \times(0, \infty)\right)$, there exists a set $C$ characterized by (2a) and (2b). Then the relation (3) holds for such a solution of ( $P^{*}$ ).

First of all, from our discussions in the preceding paper, ${ }^{1}$ it is evident ${ }^{6}$ that at least the relation ( $3^{\prime}$ ), i.e., the relation (3) with sign of equality,

$$
u\left(x_{2}, t_{2}\right) \leqslant u\left(x_{1}, t_{1}\right) \quad\left(x_{i}, t_{i}\right) \in C \quad(i=1,2), \quad t_{1}<t_{2},
$$

must hold even for the ordinary classical solution of ( $\mathrm{P}^{*}$ ).
In order to demonstrate the above theorem, we prepare a well-known lemma due to Nirenberg ${ }^{7}$ for a linear parabolic equation.

Lemma: Let $D$ be a bounded connected open set in $\mathbb{R}^{1} \times(0, \infty)$ and let the coefficients $a(x, t)$ and $b(x, t)$ of a linear equation
$a(x, t) u_{x x}+b(x, t) u_{x}-u_{t}=0, \quad(x, t) \in \mathbb{R}^{1} \times(0, \infty)$
obey the conditions (5) in $D$

$$
\begin{equation*}
|a(x, t), b(x, t)|<\infty, \quad a(x, t) \geqslant \mu \tag{5}
\end{equation*}
$$

where $\mu$ is some positive constant. If there exists a constant $M$ such that

$$
u(x, t) \leqslant M, \quad(x, t) \in D,
$$

and there exists a point $\xi \in D$ such that

$$
u(\xi)<M,
$$

then the relation

$$
\boldsymbol{u}(\gamma)<\boldsymbol{M}
$$

holds. Here, $\gamma$ is a horizontal line segment (line segment which is parallel to the $x$ axis) containing the point $\xi$ as an internal point and is itself contained in $D$.

Proof of Theorem: As is pointed out in our preceding paper, ${ }^{1}$ the solution of ( $P^{*}$ ) satisfies the following homogenous linear equation under the conditions ( C ):

$$
\begin{align*}
& u_{x x} \int_{0}^{1} F_{q}\left(h u_{x}(x, t), h u_{x x}(x, t)\right) d h \\
& \quad+u_{x} \int_{0}^{1} F_{p}\left(h u_{x}(x, t), h u_{x x}(x, t)\right) d h-u_{t}=0 \tag{6}
\end{align*}
$$

If the coefficients in (6) are continuous in $\mathbb{R}^{1} \times(0, \infty)$, the first condition in (5) is well satisfied in any bounded open connected set $D$ whose closure is contained in the set $\mathbb{R}^{1} \times(0, \infty)$ because of the compactness of the closure of $D$. Then the second condition in (5) is also satisfied in any compact set in $\mathbb{R}^{1} \times(0, \infty)$ because the function $F_{q}$ is everywhere positive as is indicated in (C). As the solution $u(x, t)$ is assumed to belong to the set of function $C^{3}\left(\mathbb{R}^{1} \times(0, \infty)\right)$, the difference between the value of the function $a(x, t)$ at the point ( $x^{*}, t^{*}$ ) and the value at any point ( $x, t$ ) which is close enough to the point ( $x^{*}, t^{*}$ ) is estimated as follows with some positive constant $L$, under the first condition in (C):

$$
\begin{aligned}
& \left|a(x, t)-a\left(x^{*}, t^{*}\right)\right| \\
& \leqslant \\
& \quad \int_{0}^{1} \mid F_{q}\left(h u_{x}(x, t), h u_{x x}(x, t)\right) \\
& \quad-F_{q}\left(h u_{x}\left(x^{*}, t^{*}\right), h u_{x x}\left(x^{*}, t^{*}\right)\right) \mid d h \\
& = \\
& \quad \int_{0}^{1} h \mid F_{q p}(\tau(h), \eta(h))\left\{u_{x x}(\theta, \zeta)\left(x-x^{*}\right)\right. \\
& \left.\quad+u_{x t}(\theta, \zeta)\left(t-t^{*}\right)\right\} \\
& \quad+F_{q q}(\tau(h), \eta(h))\left\{u_{x x x}\left(\theta^{\prime}, \zeta^{\prime}\right)\left(x-x^{*}\right)\right. \\
& \left.\quad+u_{x x t}\left(\theta^{\prime}, \zeta^{\prime}\right)\left(t-t^{*}\right)\right\} \mid d h \\
& \leqslant
\end{aligned}
$$

where $\tau(h)$ is some value between $h u_{x}(x, t)$ and $h u_{x}\left(x^{*}, t^{*}\right)$, $\eta(h)$ between $h u_{x x}(x, t)$ and $h u_{x x}\left(x^{*}, t^{*}\right), \theta, \theta^{\prime}$ between $x$ and $x^{*}$, and $\zeta, \zeta^{\prime}$ between $t$ and $t^{*}$. As the same is true for the coefficient $b(x, t)$, all the coefficients in (6) are continuous at any point in consideration. Since all the requirements for the coefficients of linear equation are satisfied, we can apply the Lemma to the solution of the linear equation (6), that is, to the solution in $C^{3}\left(\mathbb{R}^{1} \times(0, \infty)\right)$ of the problem ( $\left.\mathbf{P}^{*}\right)$.

Let $\left(x_{1}, t_{1}\right)$ and $\left(x_{2}, t_{2}\right)\left(t_{1}<t_{2}\right)$ be two arbitrary points in the set $C-\left(\left\{\left(x_{0}, 0\right)\right\} \cup\left\{\left(g\left(t_{f}\right), t_{f}\right)\right\}\right)$. Since $u_{x}(x, t)$ and $u_{x x}(x, t)$ are continuous and the relations $u_{x}\left(x_{2}, t_{2}\right)=0$ and $u_{x x}\left(x_{2}, t_{2}\right)<0$ hold, we can define a continuous implicit function $f(t)$ such that $u_{x}(f(t), t)=0$ on some interval in the $t$ axis which contains the point $t_{2}$ as an internal point. It is clear from the elementary proof of the implicit function theorem that there exists an open rectangle $\Omega$ $=\left(x^{\prime}, x^{\prime \prime}\right) \times\left(t^{\prime}, t^{\prime \prime}\right)$ such that $u_{x}(x, t)>0$ at any point of the set

$$
\left\{(x, t) ; x^{\prime}<x<f(t), t \in\left(t^{\prime}, t^{\prime \prime}\right)\right\}
$$

and $u_{x}(x, t)<0$ at any point of the set

$$
\left\{(x, t) ; f(t)<x<x^{\prime \prime}, t \in\left(t^{\prime}, t^{\prime \prime}\right)\right\}
$$

Here, we may take $t^{\prime}$ and $t^{\prime \prime}$ as $t_{1}<t^{\prime}<t_{2}<t^{\prime \prime}$. Then, in the open set $\Omega$, the estimate

$$
u(x, t) \leqslant \sup _{\left(t^{\prime}, t^{\prime}\right)} u(f(t), t)
$$

holds. Now, since the implicit function is uniquely determined in $\Omega$ as is well known in the elementary differential calculus, the function $f(t)$ must be equal to the function $g(t)$ given in (2a) on the open interval ( $\left.t^{\prime}, t^{\prime \prime}\right) .{ }^{8}$ Thus taking the estimate ( $3^{\prime}$ ) into account, we obtain

$$
u(x, t) \leqslant \sup _{\left(t^{\prime}, t^{*}\right)} u(g(t), t) \leqslant u\left(x_{1}, t_{1}\right), \quad(x, t) \in \Omega .
$$

If we take the open set $\Omega$ as the set $D$ and the value $u\left(x_{1}, t_{1}\right)$ as the constant $M$ in the Lemma, we obtain the fact that the function $u(x, t)$ cannot have the value $u\left(x_{1}, t_{1}\right)$ at the point $\left(x_{2}, t_{2}\right)$. Therefore we get the following relation:

$$
\begin{aligned}
& u\left(x_{2}, t_{2}\right)<u\left(x_{1}, t_{1}\right), \\
& \left(x_{i}, t_{i}\right) \in C-\left(\left\{\left(x_{0}, 0\right)\right\} \cup\left\{\left(g\left(t_{f}\right), t_{f}\right)\right\}\right) \\
& \quad(i=1,2), \quad t_{1}<t_{2} .
\end{aligned}
$$

The relation ( $3^{\prime}$ ) guarantees that $u\left(x_{0}, 0\right)$ is not less than the value of $u(x, t)$ at any point in $C-\left\{\left(x_{0}, 0\right)\right\}$ and the relation $u\left(g\left(t_{f}\right), t_{f}\right) \leqslant u(x, t)$ must be valid at any point $(x, t)$ in $C-\left\{\left(g\left(t_{f}\right), t_{f}\right)\right\}$. Therefore we can concludingly obtain the desired estimate (3) on the whole trajectory $C$.

Since the right-hand side $F(p, q)=q / 1+p^{2}$ of the nonlinear mass transport equation satisfies all the conditions required in ( C ), the relation (3), that is, the relation (1) without sign of equality, holds for the classical solution $u(x, t)$ in $C^{3}\left(\mathbb{R}^{1} \times(0, \infty)\right)$ of the problem (P).
${ }^{1}$ A. Kitada, J. Math. Phys. 27, 1391 (1986).
${ }^{2}$ O. A. Ladyzenskaja, V. A. Solonikov, and N. N. Ural'ceva, Linear and Quasilinear Equations of Parabolic Type (Am. Math. Soc., Providence, RI, 1968), p. 12.
${ }^{3}$ W. W. Mullins, J. Appl. Phys. 28, 333 (1957); 30, 77 (1959).
${ }^{4}$ The symbol $C^{m}(\Omega)$ denotes the set of all functions defined on $\Omega$ whose partial derivatives of order $<m$ are all continuous.
${ }^{5}$ The partial derivative $\partial F / \partial q$ is abbreviated as $F_{q}$. In the same manner, for example, we write $\partial / \partial p\left(F_{q}\right)$ as $F_{q p}$.
${ }^{6}$ For the point $\left(x_{1}, t_{1}\right) \in C-\left\{\left(g\left(t_{f}\right), t_{f}\right)\right\}$, the estimate (5) in the preceding paper, ${ }^{1}$ can be easily generalized to

$$
\begin{gathered}
u\left(x^{*}, t^{*}\right)<\max \left\{\sup _{\left.c^{*}\left(x_{1}, t_{i}\right)\right\}}\left[f(x, t) \exp \lambda\left(t^{*}-t\right) / \lambda\right],\right. \\
\left.u\left(x_{1}, t_{1}\right) \exp \lambda\left(t^{*}-t_{1}\right)\right\},
\end{gathered}
$$

where $C^{\prime}=\left\{(x, t) \in C ; \quad t_{1}<t<t_{f}\right\} \quad$ and $\quad\left(x^{*}, t^{*}\right) \in C^{\prime}-\left\{\left(x_{1}, t_{1}\right)\right\}$.
${ }^{7}$ L. Nirenberg, Commun. Pure Appl. Math. 6, 167 (1956).
${ }^{8}$ Therefore no crossing of the two different trajectories takes place.
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The evolution equation $u_{t}=u_{x x x}+3\left(u_{x x} u^{2}+3 u_{x}^{2} u\right)+3 u_{x} u^{4}, u=u(x, t)$, is integrable; it can be (exactly) linearized by an appropriate change of (dependent) variable. Hence several explicit solutions of this partial differential equation can be exhibited; some of them display a remarkable solitronic phenomenology.

## I. INTRODUCTION

This paper is devoted to a study of the evolution partial differential equation (PDE)

$$
\begin{equation*}
u_{t}=u_{x x x}+3\left(u_{x x} u^{2}+3 u_{x}^{2} u\right)+3 u_{x} u^{4} \tag{1.1}
\end{equation*}
$$

Here, and throughout this paper, $u \equiv u(x, t)$. This equation can be linearized by an appropriate change of dependent variable; hence it is integrable, and indeed several of its solutions can be explicitly exhibited.

Many other nonlinear PDE's that can also be linearized by appropriate changes of variables are known. A classic example is Burger's equation, ${ }^{1}$

$$
\begin{equation*}
u_{t}=u_{x x}+u_{x} u, \tag{1.2}
\end{equation*}
$$

together with a few of its variants, for instance,

$$
\begin{align*}
& u_{t}=u_{x x} u^{2}+1 \\
& u_{t}=u_{x x} u^{2}+u^{2}  \tag{1.2"}\\
& u_{t}=u_{x x} u^{2}+u_{x}^{2}
\end{align*}
$$

These are all second-order PDE's of parabolic type (with one dependent, and two independent, variables, as are all the PDE's mentioned in this paper).

Another integrable PDE of second order and of parabolic type reads

$$
\begin{equation*}
u_{t}=\left(u_{x x} / u_{x}^{2}\right) f_{1}(u)+u_{x} f_{2}(u)+f_{3}(u) \tag{1.3}
\end{equation*}
$$

Here, as in all the equations of this section, the functions $f_{m}$ are arbitrary (they could generally depend on $t$, in addition to the argument shown explicitly, without spoiling the integrability). A detailed analysis of this equation, and of some of those listed above and below, shall perhaps be published elsewhere.

A second-order PDE of hyperbolic type that is also integrable by quadratures reads ${ }^{2}$

$$
\begin{equation*}
u_{x t}=u_{x x} u+f\left(u_{x}\right) \tag{1.4}
\end{equation*}
$$

It is a special case of the following equation of third order, which is also integrable:

$$
\begin{align*}
u_{x t}= & \left(u_{x x x} / u_{x x}^{2}\right) f_{1}\left(u_{x}\right)+u_{x x} f_{2}\left(u_{x}\right) u \\
& +u_{x x} f_{3}\left(u_{x}\right)+f_{4}\left(u_{x}\right) \tag{1.5}
\end{align*}
$$

Many other evolution equations that are also integrable by quadratures can be manufactured, such as the following ones:

[^4]\[

$$
\begin{align*}
u_{t}= & \left(u_{x x x} / u_{x x}^{3}\right) f_{1}\left(u_{x}\right)+\left(1 / u_{x x}\right) f_{2}\left(u_{x}\right) \\
& +f_{3}\left(u_{x}\right) u+f_{4}\left(u_{x}\right),  \tag{1.6}\\
u_{t}= & {\left[\left(u_{x x x} / u_{x}^{3}\right)-3\left(u_{x x}^{2} / u_{x}^{4}\right)\right] f_{1}(u) } \\
& +\left(u_{x x} / u_{x}^{2}\right) f_{2}(u)+f_{3}(u),  \tag{1.7}\\
u_{t}= & {\left[\left(u_{x x x} / u_{x}^{3}\right)-\frac{9}{4}\left(u_{x x}^{2} / u_{x}^{4}\right)\right] f_{1}(u) } \\
& +\frac{1}{2}\left(u_{x x} / u_{x}^{2}\right) f_{1}^{\prime}(u)+f_{2}(u),  \tag{1.8}\\
u_{t}= & u_{x x x} u^{3}+c u_{x x} u_{x} u^{2}, \quad c=3 \text { or } c=\frac{3}{2} . \tag{1.9}
\end{align*}
$$
\]

Note that, for $c=3$, the last equation can be recast, via the change of variable $u=-(2)^{1 / 3} v^{-1}$, into the form

$$
\begin{equation*}
v_{t}=\left(v^{-2}\right)_{x x x} \tag{1.9'}
\end{equation*}
$$

while for $c=0$ the PDE (1.9), which in this case cannot, of course, be integrated by quadratures, can be transformed, via the change of variable $v=-(2)^{1 / 3} u^{-2}$, into the Harry Dym equation,

$$
v_{t}=\left(v^{-1 / 2}\right)_{x x x}
$$

As is well known (see, for instance, Ref. 3, p. 290ff), this PDE can be reduced, by a nontrivial change of dependent and independent variables, to the Korteweg-de Vries equation.

The motivation to focus in this paper on the evolution equation (1.1) rests on its resemblance to the Korteweg-de Vries and modified Korteweg-de Vries equations, on the simplicity of the linearizing transformation (see Sec. III), and on the remarkable solitronic (rather than solitonic; for this terminology see Ref. 3, p. 132ff) phenomenology displayed by some of its solutions (see Sec. V); indeed (1.1) supports kinklike solitrons of three different kinds, as well as a periodic traveling wave solution and semi-infinite traveling wave solutions; and explicit solutions can be exhibited that display inelastic collisions of these objects.

## II. PRELIMINARIES

The nonlinear evolution equation (1.1) is clearly invariant under translations of the time variable $t$ and the space variable $x$; moreover, a term $c u_{x}$ could be added in the rhs by the (Galileian) change of variable $x \rightarrow x^{\prime}=x+c t$. Under the rescaling transformation

$$
\begin{equation*}
u(x, t)=a u^{\prime}\left(x^{\prime}, t^{\prime}\right), \quad x^{\prime}=b x, \quad t^{\prime}=c t \tag{2.1}
\end{equation*}
$$

the PDE (1.1) goes into

$$
\begin{align*}
u_{t^{\prime}}^{\prime}= & A u_{x^{\prime} x^{\prime} x^{\prime}}^{\prime}+3 B\left(u_{x^{\prime} x^{\prime}}^{\prime} u^{\prime 2}+3 u_{x^{\prime}}^{\prime 2} u^{\prime}\right) \\
& +3 B^{2} u_{x^{\prime}}^{\prime} u^{\prime 4}, \quad A=b^{3} / c, \quad B=a^{2} / b \tag{2.2}
\end{align*}
$$

in particular it is invariant under the transformation

$$
\begin{equation*}
u(x, t)=a u^{\prime}\left(x^{\prime}, t^{\prime}\right), \quad x^{\prime}=a^{2} x, \quad t^{\prime}=a^{6} t . \tag{2.3}
\end{equation*}
$$

Two special cases of this transformation are worth noticing:

$$
\begin{align*}
& u(x, t)=-u^{\prime}(x, t) \quad(a=-1)  \tag{2.3'}\\
& u(x, t)=i u^{\prime}(-x,-t) \quad(a=i) \tag{2.3"}
\end{align*}
$$

In this paper, however, attention will be generally confined to real (and nonsingular) solutions; note that, in such a context, (1.1) is not invariant under time and/or space reversal.

Other avatars of the PDE (1.1) may be obtained by changes of variables (see also Sec. III). For instance

$$
\begin{align*}
& w(x, t)=u^{2}(x, t)  \tag{2.4a}\\
& w_{t}=\left(w_{x x}-\frac{3}{4} w_{x}^{2} / w+3 w_{x} w+w^{3}\right)_{x} \tag{2.4b}
\end{align*}
$$

and

$$
\begin{align*}
& U_{x}(x, t)=w(x, t)=u^{2}(x, t)  \tag{2.5a}\\
& U_{t}=U_{x x x}-\frac{3}{4} U_{x x}^{2} / U_{x}+3 U_{x x} U_{x}+U_{x}^{3} \tag{2.5b}
\end{align*}
$$

Clearly the PDE (1.1) possesses traveling wave solutions

$$
\begin{align*}
u(x, t) & =g(x-V t)  \tag{2.6a}\\
-V g^{\prime} & =g^{\prime \prime \prime}+3\left(g^{\prime \prime} g+3 g^{\prime 2} g\right)+3 g^{\prime} g^{4} \tag{2.6b}
\end{align*}
$$

This ordinary differential equation (ODE) can be easily integrated once, after multiplication by $g$. The fact that it can be explicitly integrated two more times is less obvious (see Appendix A). The solutions of type (2.6) of (1.1) that represent kinklike solitrons or periodic traveling waves are discussed below (see Sec. V and Appendix A).

The nonlinear PDE (1.1) also possesses similarity solutions of the following type:
$u(x, t)=a(t) f[b(t) x]$,
$a(t)=\left[\left(t-t_{0}\right) / c\right]^{-1 / 6}$,
$b(t)=a^{2}(t)=\left[\left(t-t_{0}\right) / c\right]^{-1 / 3}$,
$2 y f^{\prime}+f+6 c\left[f^{\prime \prime \prime}+3\left(f^{\prime \prime} f^{2}+3 f^{\prime 2} f\right)+3 f^{\prime} f^{4}\right]=0$.

Again, it is clear that the ODE (2.7d) can be integrated once; less trivial is the possibility to integrate it two more times (see Appendix B).

## III. SOLUTION BY LINEARIZATION

Let $v(x, t)$ satisfy the linear PDE

$$
\begin{equation*}
v_{t}(x, t)=v_{x x x}(x, t), \tag{3.1}
\end{equation*}
$$

and set

$$
\begin{equation*}
u(x, t)=v(x, t) /[2 V(x, t)]^{1 / 2} \tag{3.2}
\end{equation*}
$$

with

$$
\begin{equation*}
V_{x}(x, t)=[v(x, t)]^{2} \tag{3.3a}
\end{equation*}
$$

and

$$
\begin{equation*}
V_{t}(x, t)=2 v_{x x}(x, t) v(x, t)-\left[v_{x}(x, t)\right]^{2} \tag{3.3b}
\end{equation*}
$$

It is then easily seen that $u(x, t)$ satisfies the nonlinear PDE (1.1). Note the consistency of (3.3a) and (3.3b) with (3.1).

Note that (3.3a) and (3.3b) imply that $V(x, t)$ satisfies the nonlinear PDE

$$
\begin{equation*}
V_{t}=V_{x x x}-\frac{3}{4} V_{x x}^{2} / V_{x}, \tag{3.4}
\end{equation*}
$$

while (3.2) and (3.3a) yield

$$
\begin{equation*}
u(x, t)=\left[V_{x}(x, t) / 2 V(x, t)\right]^{1 / 2} \tag{3.5}
\end{equation*}
$$

Hence the nonlinear PDE (3.4) can be seen as another avatar of (1.1), obtained by the "change of variable" (3.5); indeed, the linear PDE (3.1) could itself be interpreted as an avatar of (1.1), generated by the nonlinear transformation (3.2) with (3.3).

Consider the class of real solutions of (3.1) such that $v(x, t)$ vanishes as $x \rightarrow-\infty$ faster than $(-x)^{-1 / 2}$ and is regular for real $x$. It is then convenient to write

$$
\begin{equation*}
V(x, t)=\int_{-\infty}^{x} d x^{\prime}\left[v\left(x^{\prime}, t\right)\right]^{2}+\frac{1}{2} C^{2} \tag{3.6}
\end{equation*}
$$

so that (3.2) yields

$$
\begin{equation*}
u(x, t)=\frac{v(x, t)}{\left\{C^{2}+2 \int_{-\infty}^{x} d x^{\prime}\left[v\left(x^{\prime}, t\right)\right]^{2}\right\}^{1 / 2}} \tag{3.7a}
\end{equation*}
$$

This equation can be inverted, via (3.2), (3.3a), and (3.5), and one finds

$$
\begin{equation*}
v(x, t)=C u(x, t) \exp \left\{\int_{-\infty}^{x} d x^{\prime}\left[u\left(x^{\prime}, t\right)\right]^{2}\right\} \tag{3.7b}
\end{equation*}
$$

These two formulas, (3.7a) and (3.7b) (with, say, $C=1$ ), provide the basis for solving the Cauchy problem for (1.1): given $u(x, 0)$ one computes $v(x, 0)$ from (3.7b), then $v(x, t)$ following the linear evolution (3.1), and finally one obtains $u(x, t)$ from $v(x, t)$ via (3.7a). Note that this technique of solution implies that, if $u(x, 0)$ belongs to the class of real functions that vanish faster than $(-x)^{-1 / 2}$ as $x \rightarrow-\infty$ and are regular for real $x$, then $u(x, t)$ belongs to the same class for all values of $t$. If moreover $u(x, 0)$ is Fourier expandable [for which it is required that it vanish at both ends, $u( \pm \infty, 0)=0$ ], then $u(x, t)$ is also Fourier expandable; as well of course as $v(x, t)$,

$$
\begin{align*}
& v(x, t)=(2 \pi)^{-1} \int_{-\infty}^{+\infty} d k \exp (i k x) \hat{v}(k, t),  \tag{3.8a}\\
& \hat{v}(k, t)=\int_{-\infty}^{+\infty} d x \exp (-i k x) v(x, t) \tag{3.8b}
\end{align*}
$$

And of course in this "localized" case the time evolution of the Fourier transform $\hat{v}(k, t)$ of $v(x, t)$ is quite trivial,

$$
\begin{equation*}
\hat{v}(k, t)=\hat{v}(k, 0) \exp \left(-i k^{3} t\right) \tag{3.9}
\end{equation*}
$$

and this fact, together with the direct and inverse Fourier transform formulas (3.8b) and (3.8a), yield in the standard manner the solution of the Cauchy problem for the linear evolution equation (3.1).

It is moreover plain how to obtain, via (3.7a) and (3.7b), from the linear superposition formula [according to which, if $v_{1}(x, t)$ and $v_{2}(x, t)$ are solutions of (3.1), their linear superposition,

$$
\begin{equation*}
v(x, t)=C_{1} v_{1}(x, t)+C_{2} v_{2}(x, t) \tag{3.10}
\end{equation*}
$$

also satisfies (3.1)], the following nonlinear superposition formula according to which, if $u_{1}(x, t)$ and $u_{2}(x, t)$ are two solutions of the nonlinear PDE (1.1), then

$$
\begin{align*}
u(x, t)= & \left\{C_{1} u_{1}(x, t) \exp \left[U_{1}(x, t)\right]+C_{2} u_{2}(x, t) \exp \left[U_{2}(x, t)\right]\right\}\left\{C_{3}+C_{1}^{2} \exp \left[2 U_{1}(x, t)\right]+C_{2}^{2} \exp \left[2 U_{2}(x, t)\right]\right. \\
& \left.+4 C_{1} C_{2} \int_{-\infty}^{x} d x^{\prime} u_{1}\left(x^{\prime}, t\right) u_{2}\left(x^{\prime}, t\right) \exp \left[U_{1}\left(x^{\prime}, t\right)+U_{2}\left(x^{\prime}, t\right)\right]\right\}^{-1 / 2} \tag{3.11}
\end{align*}
$$

is a third solution of (3.1). Here $C_{1}, C_{2}$, and $C_{3}=C^{2}$ $-C_{1}^{2}-C_{2}^{2}$ are three arbitrary constants and we have used the convenient notation [see (2.5a)]

$$
\begin{equation*}
U_{j}(x, t)=\int_{-\infty}^{x} d x^{\prime}\left[u_{j}\left(x^{\prime}, t\right)\right]^{2}, \quad j=1,2 \tag{3.12}
\end{equation*}
$$

## IV. CONSERVED QUANTITIES

The possibility to linearize the nonlinear PDE (1.1) (see preceding section) implies that an infinity of conservation laws can be associated with this evolution equation. To present these results in the simplest setting, let us limit our consideration, in this section, to localized solutions, namely regular solutions that vanish asymptotically ( $x \rightarrow \pm \infty$ ) sufficiently fast to guarantee the convergence of all the integrals written below. We moreover restrict our treatment to the exhibition of space integrals of $u(x, t)$ that remain constant, or evolve simply with time, as $u(x, t)$ evolves according to (1.1). The formulation of these results in terms of local conservation laws is an easy task that is left for the diligent reader; of course such a formulation has a broader validity than the results reported below, since it is applicable also to solutions which do not vanish asymptotically or are not regular for some real value of the space variable $x$.

All these results obtain easily, via (3.7b), from the analogous results for the solutions $v(x, t)$ of the linear evolution equation (3.1). Let us therefore begin with a terse review of these elementary results, whose proof is, for the sake of completeness, outlined in Appendix C.

Of course, if $v(x, t)$ is Fourier expandable, see (3.8a) and (3.8b), then, for all values of the Fourier parameter $k$, the modulus of the Fourier component $\hat{v}(k, t)$ is time independent,

$$
\begin{equation*}
|\hat{v}(k, t)|=|\hat{v}(k, 0)| \tag{4.1}
\end{equation*}
$$

[see (3.9)]. But it is more convenient to focus attention on the following infinite but denumerable set of conserved (i.e., time-independent) quantities:

$$
\begin{equation*}
C_{m}=\int_{-\infty}^{+\infty} d x\left[v^{(m)}(x, t)\right]^{2}, \quad m=0,1,2, \ldots \tag{4.2}
\end{equation*}
$$

Here and below we use the shorthand notation

$$
\begin{equation*}
v^{(m)}(x, t) \equiv \frac{\partial^{m} v(x, t)}{\partial x^{m}} \tag{4.3}
\end{equation*}
$$

Indeed, it is also of interest to introduce the more general set

$$
\begin{gather*}
X_{n_{2}, m}(t)=(n!)^{-1} \int_{-\infty}^{+\infty} d x x^{n}\left[v^{(m)}(x, t)\right]^{2} \\
n=0,1,2, \ldots, \quad m=0,1,2, \ldots \tag{4.4}
\end{gather*}
$$

and to note that $X_{n, m}(t)$ evolves in time as a polynomial of degree $n$,

$$
\begin{equation*}
X_{n, m}(t)=\sum_{s=0}^{n}\left[X_{n, m}^{(s)} \frac{t^{s}}{s!}\right] \tag{4.5}
\end{equation*}
$$

The constant coefficients $X_{n, m}^{(s)}$ satisfy the recursion relations

$$
\begin{equation*}
X_{n, m}^{(s+1)}=3 X_{n-1, m+1}^{(s)}-X_{n-3, m}^{(s)}, \quad s=0,1, \ldots, n-1 \tag{4.6}
\end{equation*}
$$

Here we use the convention

$$
\begin{equation*}
X_{n, m}^{(s)}=0, \quad \text { if } n<0 \text { or } s>n \tag{4.7}
\end{equation*}
$$

while of course

$$
\begin{equation*}
X_{0, m}^{(0)}=X_{0, m}=C_{m} \tag{4.8}
\end{equation*}
$$

[see (4.4) and (4.2)]. Hence

$$
\begin{align*}
X_{1, m}(t)= & X_{1, m}(0)+3 C_{m+1} t  \tag{4.9a}\\
X_{2, m}(t)= & X_{2, m}(0)+3 X_{1, m+1}(0) t+\frac{9}{2} C_{m+2} t^{2}  \tag{4.9b}\\
X_{3, m}(t)= & X_{3, m}(0)+3 X_{2, m+1}(0)-C_{m} t \\
& +9 X_{1, m+2}(0) t^{2}+\frac{9}{2} C_{m+3} t^{3} \tag{4.9c}
\end{align*}
$$

and so on.
Another interesting set of moments is given by the definition

$$
\begin{equation*}
Y_{n}(t)=(-)^{n}(n!)^{-1} \int_{-\infty}^{+\infty} d x x^{n} v(x, t), \quad n=0,1,2, \ldots \tag{4.10}
\end{equation*}
$$

for it is easily shown (see Appendix C) that $Y_{n}(t)$ evolves in time as a polynomial of degree $((n / 3))$ [here and below ( $(n / 3)$ ) indicates the integral part of $n / 3]$ :

$$
\begin{equation*}
Y_{n}(t)=\sum_{s=0}^{((n / 3))}\left[Y_{n}^{(s)} \frac{t^{s}}{s!}\right] \tag{4.11}
\end{equation*}
$$

Moreover the constant coefficients $Y_{n}^{(s)}$ satisfy the recursion relation

$$
\begin{equation*}
Y_{n}^{(s+1)}=Y_{n-3}^{(s)}, \tag{4.12}
\end{equation*}
$$

where we assume of course that

$$
\begin{equation*}
Y_{n}^{(s)}=0, \quad \text { if } n<0 \text { or } s>((n / 3)) \tag{4.13}
\end{equation*}
$$

Hence

$$
\begin{align*}
& Y_{n}(t)=Y_{n}(0)=Y_{n}, \quad n=0,1,2  \tag{4.14a}\\
& Y_{n}(t)=Y_{n}(0)+Y_{n-3} t, \quad n=3,4,5  \tag{4.14b}\\
& Y_{n}(t)=Y_{n}(0)+Y_{n-3}(0) t+\frac{1}{2} Y_{n-6} t^{2}, \quad n=6,7,8 \tag{4.14c}
\end{align*}
$$

and so on.
Let us note that these results imply that there exist, in addition to the set (4.2), many other constants of the motion, such as the first three elements of the set (4.10) [see (4.14a)], or appropriate combinations of the quantitites defined above, for instance $Y_{0} Y_{4}-Y_{1} Y_{3}$ [see (4.14a) and (4.14b)] or the set $Y_{0} X_{1, m}-3 C_{m+1} Y_{3}$ [see (4.9a), (4.14a), and (4.14b) ]; and of course many more.

It is now easy to obtain analogous results for the nonlin-
ear evolution Eq. (1.1), since they are obtained directly by replacing in the preceding formulas the field $v(x, t)$ by its expression in terms of the solution $u(x, t)$ of (1.1),

$$
\begin{equation*}
v(x, t)=u(x, t) \exp [U(x, t))] \tag{4.15a}
\end{equation*}
$$

[see (3.7b)]. Here and below we use the convenient notation

$$
\begin{equation*}
U(x, t)=\int_{-\infty}^{x} d x^{\prime}\left[u\left(x^{\prime}, t\right)\right]^{2} \tag{4.15b}
\end{equation*}
$$

[see (2.5a) and (3.12)]. Let us emphasize that, by redefining in this manner [via (4.15)] the quantities $C_{m}, X_{n, m}(t)$, and $Y_{n}(t)$ in terms of the solution $u(x, t)$ of (1.1), rather than the solution $v(x, t)$ of (3.1), one does not modify their (simple) time evolution, which has been detailed above.

For instance the first three conserved quantities $C_{m}$, see (4.2), may be written in terms of $u(x, t)$ as follows:

$$
\begin{align*}
C_{0}= & \frac{1}{2}\{\exp [2 U(\infty, t)-1]\},  \tag{4.16a}\\
C_{1}= & \int_{-\infty}^{+\infty} d x\left[u_{x}(x, t)\right]^{2} \exp [2 U(x, t)],  \tag{4.16b}\\
C_{2}= & \int_{-\infty}^{+\infty} d x\left\{\left[u_{x x}(x, t)\right]^{2}-8\left[u_{x}(x, t)\right]^{3} u(x, t)\right. \\
& \left.-2\left[u_{x}(x, t)\right]^{2}[u(x, t)]^{4}\right\} \exp [2 U(x, t)] . \tag{4.16c}
\end{align*}
$$

Note that the first of these formulas implies that the quantity

$$
\begin{equation*}
\widetilde{C}=\int_{-\infty}^{+\infty} d x[u(x, t)]^{2}=U(\infty, t)=U(\infty, 0) \tag{4.17}
\end{equation*}
$$

is a constant of the motion for the nonlinear evolution (1.1) [a finding that can also be read directly from (2.4b)]; while to obtain the last two formulas we have integrated by parts, to simplify the expression of the integrand.

We end this section displaying a convenient expression of the moments $X_{n, 0}(t)$, see (4.4). It reads
$X_{n+1,0}(t)$

$$
\begin{align*}
= & (n!)^{-1}\left[\int_{0}^{\infty} d x x^{n}\{\exp [U(\infty, t)]-\exp [U(x, t)]\}\right. \\
& \left.+\int_{-\infty}^{0} d x x^{n}\{1-\exp [U(x, t)]\}\right], \quad n=0,1,2, \ldots \tag{4.18}
\end{align*}
$$

and it follows, after one integration by parts, from (4.4) via (4.15).

## V. EXPLICIT SOLUTIONS

In this section we exhibit and discuss some explicit solutions of the nonlinear evolution equation (1.1).

The standard technique to obtain such solutions is to start from some simple solution $v(x, t)$ of the linear equation (3.1) and to evaluate the corresponding solution $u(x, t)$ of (1.1), as given by (3.2) with (3.3) or by (3.7a).

Hereafter we focus on solutions $u(x, t)$ that are real and regular for all real $x$. This generally requires that the function $V(x, t)$, see (3.2) and (3.3), be positive definite for all real (finite) values of $x$. Hence solutions $v(x, t)$ of (3.1) that are polynomials in $x$ [of which the simpler one is $v(x, t)=A_{0}+A_{1} x+A_{2} x^{2}$ with $A_{0}, A_{1}$, and $A_{2}$ arbitrary constants] are excluded from consideration, since the corre-
sponding $V(x, t)$ cannot be positive definite, being a polynomial in $x$ of odd degree [see (3.3a)].

## A. Solitron of the first kind

Let

$$
\begin{equation*}
v(x, t)=A \exp \left[p\left(x+p^{2} t\right)\right], \quad p>0, \quad A=A^{*} \tag{5.1}
\end{equation*}
$$

Then (3.7a) yields
$u(x, t)=\operatorname{sgn}(A) p^{1 / 2} h\left[2 p\left(x-x_{0}-V t\right)\right]$,
$h(y)=[1+2 \exp (-y)]^{-1 / 2}$,
$x_{0}=(2 p)^{-1} \ln \left[p C^{2} /\left(2 A^{2}\right)\right]$,
$V=-p^{2}$.
Note that this kinklike solution depends [apart from the trivial parameter $x_{0}$, whose arbitrariness reflects the translation invariance of (1.1)] on the single (positive) parameter $p$, that characterizes both its shape and the (negative) speed with which it travels [see (5.5), and Appendix A]. For future reference, it is convenient to introduce the notation

$$
\begin{align*}
u_{x}(x, t) & =\operatorname{sgn}(A) S_{1}\left(x-x_{0}, t ; p\right) \\
& =\operatorname{sgn}(A) p^{3 / 2} S\left[p\left(x-x_{0}+p^{2} t\right)\right] \tag{5.6}
\end{align*}
$$

so that

$$
\begin{equation*}
S(y)=2\left[\exp \left(\frac{4}{3} y\right)+2 \exp \left(-\frac{2}{3} y\right)\right]^{-3 / 2} \tag{5.7}
\end{equation*}
$$

and to refer to this function as representing a "solitron of the first kind"; it is preferable in this context to focus on $u_{x}$ rather than $u$, since the fact that $u_{x}$ is localized while $u$ is kinklike will prove advantageous to discuss solutions with several solitrons present, see below. A graph of the function $S(y)$ is given in Fig. 1.

## B. Solitrons of the second and third kind

## Let

$$
\begin{align*}
v(x, t)= & A_{1} \exp \left[p_{1}\left(x+p_{1}^{2} t\right)\right]+A_{2} \exp \left[p_{2}\left(x+p_{2}^{2} t\right)\right] \\
& p_{2}>p_{1}>0, \quad A_{1}=A_{1}^{*} \neq 0, \quad A_{2}=A_{2}^{*} \neq 0 . \tag{5.8}
\end{align*}
$$

Then (3.7a) with $C=0$ yields
$u(x, t)=\operatorname{sgn}\left(A_{2}\right) p_{2}^{1 / 2} H_{s}\left[\left(p_{2}-p_{1}\right)(x-\bar{x}-V t) ; p_{1} / p_{2}\right]$,


FIG. 1. Graph of the function $S(y)$, see (5.7), representing a solitron of first kind. Note that the profile is not symmetrical.
where (see Appendix A),

$$
\begin{align*}
& H_{s}(y ; a)=[s+\exp (y)] /\left[a^{-1}+4(1+a)^{-1} s \exp (y)\right. \\
&  \tag{5.10}\\
& \quad+\exp (2 y)]^{1 / 2}  \tag{5.11}\\
& \bar{x}=\left(p_{2}-p_{1}\right)^{-1} \ln \left|A_{1} / A_{2}\right|  \tag{5.12}\\
& s=\operatorname{sgn}\left(A_{1} / A_{2}\right)  \tag{5.13}\\
& V=-\left(p_{1}^{2}+p_{2}^{2}+p_{1} p_{2}\right) .
\end{align*}
$$

Note that each of these kinklike solutions depends on two positive parameters, $p_{1}$ and $p_{2}$ (or, equivalently, on $p=p_{2}$ and $a=p_{1} / p_{2}$ ), in addition to the trivial constant $\bar{x}$ that accounts for the translation invariance of (1.1). For future reference, it is expedient to introduce the notation

$$
\begin{equation*}
u_{x}(x, t)=\operatorname{sgn}\left(A_{2}\right) S_{s}\left(x-\bar{x}, t ; p_{1}, p_{2}\right), \tag{5.14}
\end{equation*}
$$

so that (see Appendix A)

$$
\begin{align*}
S_{s}\left(y, t ; p_{1}, p_{2}\right)= & \left(p_{1} p_{2}\right)^{1 / 2}\left[\left(p_{2}-p_{1}\right)^{2} /\left(p_{2}+p_{1}\right)\right] \\
& \times\left[s p_{1} Z^{1 / 2}+p_{2} / Z^{1 / 2}\right]\left[p_{1} Z\right. \\
& \left.+p_{2} / Z+4 s p_{1} p_{2} /\left(p_{1}+p_{2}\right)\right]^{-3 / 2} \tag{5.15a}
\end{align*}
$$

with
$Z=\exp \left\{\left(p_{2}-p_{1}\right)\left[y+\left(p_{2}^{2}+p_{1}^{2}+p_{1} p_{2}\right) t\right]\right\}$.
We will refer to $S_{+}\left(y, t ; p_{1}, p_{2}\right)$ as representing a "solitron of second kind" and to $S_{-}\left(y, t ; p_{1}, p_{2}\right)$ as representing a "solitron of third kind"; we display these functions in Figs. 2 and 3 , having set for this purpose

$$
\begin{equation*}
S_{s}\left(y, t ; p_{1}, p_{2}\right)=p_{2}^{3 / 2} F_{s}(x, a) \tag{5.16a}
\end{equation*}
$$

with

$$
\begin{align*}
& x=p_{2}\left[y+\left(p_{2}^{2}+p_{1}^{2}+p_{1} p_{2}\right) t\right],  \tag{5.16b}\\
& \begin{aligned}
a= & p_{1} / p_{2}, \\
F_{s}(x, a)= & 0<a<1, \\
& a^{1 / 2}\left[(1-a)^{2} /(1+a)\right](s+a Z) \\
& \times\left\{Z^{-2 / 3}+a Z^{4 / 3}\right. \\
& \left.\quad+[4 s a /(1+a)] Z^{1 / 3}\right\}^{-3 / 2},
\end{aligned}  \tag{5.16c}\\
& Z=\exp [(1-a) x] .
\end{align*}
$$

For an analytic analysis of the behavior of the function $F_{s}(x, a)$, see (A24c) and the discussion preceding it.

Note that the treatment of Appendix A implies that there are no other solitrons beside the three types obtained so far (and of course the three corresponding "antisolitrons," that obtain by changing the overall sign of each solution). This conclusion is of course based on the convention to reserve the term "solitron" (or "antisolitron") for solutions of (1.1) that are real and regular for all (real) values of $x$, whose time evolution consists of a mere translation with constant speed [that turns always out to be negative; see (5.5) and (5.13)], and that are "localized" at least in the sense that $u_{x}(x, t)$ vanishes asymptotically $(x \rightarrow \pm \infty)$.

Note finally that the relation (3.7b) is not applicable to the solution (5.9); indeed $u(-\infty, t)$ does not vanish [see (A23a)]. This is of course a feature of all solutions of (1.1) obtained from solutions of (3.1) via (3.7a) with $C=0$ (see below).


FIG. 2. Graphs of the function $F_{+}(x, a)$, see (5.16d), representing a solitron of the second kind.

## C. Periodic traveling wave

Let
$v(x)=A_{1} \exp \left[p_{1}\left(x+p_{1}^{2} t\right)\right]+A_{2} \exp \left[p_{2}\left(x+p_{2}^{2} t\right)\right]$
with

$$
\begin{align*}
& p_{1}=r+i q, \quad p_{2}=r-i q, \quad r>0, \quad q>0,  \tag{5.17b}\\
& A_{1}=A \exp (i b), \quad A_{2}=A \exp (-i b) \\
& b=b^{*}, \quad A=A^{*} \neq 0 \tag{5.17c}
\end{align*}
$$

Then (3.7a) with $C=0$ yields


FIG. 3. Graphs of the function $F_{-}(x, a)$, see ( 5.16 d ), representing a solitron of the third kind.

$$
\begin{align*}
& u(x, t)=\operatorname{sgn}(A)(2 r)^{1 / 2} \cos (y) \\
& \quad \times[1+\sin (a) \sin (2 y+a)]^{-1 / 2},  \tag{5.18}\\
& y=b+q(x-V t)  \tag{5.19}\\
& V=q^{2}-3 r^{2}  \tag{5.20}\\
& \tan (a)=r / q \tag{5.21}
\end{align*}
$$

Note that this periodic traveling wave depends on two parameters, $r$ and $q$ [in addition to $b$, that accounts trivially for the translation invariance of (1.1)]; and that in this case the speed with which it translates may be positive or negative, or it may vanish [see (5.20)].

For future reference, let us introduce the notation
$T(x, t ; r, q ; b)=(2 r)^{1 / 2} \cos (y) /[1+\sin (a) \sin (2 y+a)]^{1 / 2}$,
with $y$ and $a$ defined by (5.19)-(5.21), as the function representing a periodic traveling wave. Note that here, in contrast to the case of the solitrons treated in the preceding two subsections (V A and V B), the notation refers directly to the solution $u(x, t)$ of the evolution PDE (1.1), rather than its $x$ derivative. To display its shape, we also introduce the function $F(x, a)$,
$F(x, a)=\cos (x) /[1+\sin (a) \sin (2 x+a)]^{1 / 2}$,
and exhibit some graphs of it in Fig. 4. Note that, for all values of the parameter $a$ (in the range $0 \leqslant a<\pi / 2$ ), the periodic function $F(x, a)$ oscillates between the values -1 and +1 (see the end of Appendix A).

The results described so far have merely reproduced the findings reported in Appendix A; note that the treatment given there implies that no other real and regular solution exists, besides those described above, whose time evolution reduces merely to a translation with constant speed (without change of shape).




FIG. 4. Graphs of the function $F(x, a)$ see (5.23): (a) $\tan (a)=1,(q=r$, $V=-2 r^{2}<0$ ); see (5.20); (b) $\tan (a)=3^{-1 / 2}\left(q^{2}=3 r^{2}, V=0\right)$; (c) $\tan (a)=\frac{1}{3}\left(q=3 r, V=6 r^{2}>0\right)$.

Let us now consider some other solutions, that are more complex but are nevertheless susceptible of explicit display. We exhibit and discuss firstly some simpler cases, and we consider subsequently more general instances.

## D. Semi-infinite traveling wave

Let $v(x, t)$ be again given by ( 5.17 a ) with ( 5.17 b ) and ( 5.17 c ) and use (3.7a), but now with $C^{2}>0$. We obtain

$$
\begin{align*}
u(x, t)= & \operatorname{sgn}(A)(2 r)^{1 / 2} \cos (y) \\
& \times[1+\sin (a) \sin (2 y+a)+\exp (-2 z)]^{-1 / 2} \tag{5.24}
\end{align*}
$$

with [see (5.19-5.21)]

$$
\begin{align*}
& y=b+q(x-V t),  \tag{5.25}\\
& V=q^{2}-3 r^{2},  \tag{5.26}\\
& \tan (a)=r / q, \tag{5.27}
\end{align*}
$$

and

$$
\begin{align*}
& z=r(x-\bar{x}-W t)  \tag{5.28}\\
& W=3 q^{2}-r^{2}  \tag{5.29}\\
& \bar{x}=(2 r)^{-1} \ln \left(r C^{2} / A^{2}\right) \tag{5.30}
\end{align*}
$$

Clearly $u(x, t)$ is exponentially small for $x \ll \bar{x}+W t$ and it reduces to a periodic traveling wave (see Sec. V C) for $x \gg \bar{x}+W t$. Note that the two speeds $V$ and $W$ can have any sign (or one of them could vanish); on the other hand the difference $W-V$ is positive,

$$
\begin{equation*}
W-V=2\left(q^{2}+r^{2}\right)>0 \tag{5.31}
\end{equation*}
$$

## E. Inelastic collision of a solitron of the first kind with one of the second or third kind

Let $v(x, t)$ be again given by (5.8) and use (3.7a), but now with $C^{2}>0$. We obtain

$$
\begin{align*}
& u(x, t)=\operatorname{sgn}\left(A_{2}\right) p_{2}^{1 / 2}\left[s+\exp \left(y_{2}\right)\right] \\
& \\
& \quad \times\left\{a^{-1}+4(1+a)^{-1} s \exp \left(y_{2}\right)+\exp \left(2 y_{2}\right)\right.  \tag{5.32}\\
& \left.\quad \quad \quad \exp \left[-2\left(y_{1}-\bar{y}_{1}\right)\right]\right\}^{-1 / 2},  \tag{5.33}\\
& y_{2}=\left(p_{2}-p_{1}\right)(x-\bar{x}-W t),  \tag{5.34}\\
& \bar{x}=\left(p_{2}-p_{1}\right)^{-1} \ln \left|A_{1} / A_{2}\right|,  \tag{5.35}\\
& W=-\left(p_{1}^{2}+p_{2}^{2}+p_{1} p_{2}\right),  \tag{5.36}\\
& y_{1}=p_{1}(x-V t),  \tag{5.37}\\
& V=-p_{1}^{2},  \tag{5.38}\\
& \bar{y}_{1}=\frac{1}{2} \ln \left(p_{2} C^{2} / A_{1}^{2}\right),  \tag{5.39}\\
& s=\operatorname{sgn}\left(A_{1} / A_{2}\right) .
\end{align*}
$$

To interpret this solution of (1.1) it is expedient to investigate the behavior of $u_{x}(x, t)$,

$$
\begin{align*}
u_{x}(x, t)= & \operatorname{sgn}\left(A_{2}\right)\left(p_{1} p_{2}\right)^{1 / 2} \\
& \times\left\{\left[\left(p_{1}-p_{2}\right)^{2} /\left(p_{1}+p_{2}\right)\right]\left(s p_{1} Z_{2}^{1 / 2}+p_{2} Z_{2}^{-1 / 2}\right)\right. \\
& \left.+Z_{1}\left(p_{2} Z_{2}^{1 / 2}+s p_{1} Z_{2}^{-1 / 2}\right)\right\} \\
& \times\left[p_{1} Z_{2}+p_{2} / Z_{2}+4 s p_{1} p_{2} /\left(p_{1}+p_{2}\right)+Z_{\downarrow}\right]^{-3 / 2} \tag{5.40a}
\end{align*}
$$

$Z_{2}=\left|A_{2} / A_{1}\right| \exp \left\{\left(p_{2}-p_{1}\right)\left[x+\left(p_{1}^{2}+p_{2}^{2}+p_{1} p_{2}\right) t\right]\right\}$,

$$
\begin{align*}
Z_{1}= & p_{1} p_{2}\left(C^{2} /\left|A_{1} A_{2}\right|\right) \exp \left\{-\left(p_{1}+p_{2}\right)\right.  \tag{5.40b}\\
& \left.\times\left[x+\left(p_{1}^{2}+p_{2}^{2}-p_{1} p_{2}\right) t\right]\right\}, \tag{5.40c}
\end{align*}
$$

in the remote past $(t \rightarrow-\infty)$ and future $(t \rightarrow+\infty)$. To do this we set, in (5.40a) , $x=x^{\prime}+V^{\prime} t$, we consider the limits as $t \rightarrow-\infty$ and as $t \rightarrow+\infty$ with $x^{\prime}$ and $V^{\prime}$ fixed, and we write the nonvanishing contributions that obtain for all (appropriately chosen) $V^{\prime}$. In this manner we find, as $t \rightarrow-\infty$,

$$
\begin{equation*}
u_{x}(x, t) \approx \operatorname{sgn}\left(A_{1}\right) S_{1}\left(x-x_{1} ; p_{1}\right)+\operatorname{sgn}\left(A_{2}\right) S_{s}\left(x-\bar{x}_{;} ; p_{1}, p_{2}\right) \tag{5.41a}
\end{equation*}
$$

with

$$
\begin{align*}
& x_{1}=\left(2 p_{1}\right)^{-1} \ln \left[p_{1} C^{2} /\left(2 A_{1}^{2}\right)\right]  \tag{5.41b}\\
& \bar{x}=\left(p_{2}-p_{1}\right)^{-1} \ln \left|A_{1} / A_{2}\right| \tag{5.41c}
\end{align*}
$$

while for $t \rightarrow+\infty$ we find

$$
\begin{equation*}
u_{x}(x, t) \approx \operatorname{sgn}\left(A_{2}\right) S_{1}\left(x-x_{2} ; p_{2}\right) \tag{5.42a}
\end{equation*}
$$

with

$$
\begin{equation*}
x_{2}=\left(2 p_{2}\right)^{-1} \ln \left[p_{2} C^{2} /\left(2 A_{2}^{2}\right)\right] . \tag{5.42b}
\end{equation*}
$$

In these formulas the two functions $S_{1}$ and $S_{s}$ are defined of course by (5.6) with (5.7) and by ( 5.15 a ) with ( 5.15 b ).

The interpretation of these findings is clear. The solution (5.32) describes in the remote past a solitron (if $A_{1}>0$ ) or an antisolitron (if $A_{1}<0$ ) of the first kind and parameter $p_{1}$, localized at $x \approx x_{1}-p_{1}^{2} t$, and a solitron (if $A_{2}>0$ ) or antisolitron (if $A_{2}<0$ ) of the second kind (if $A_{1} / A_{2}>0$ ) or the third kind (if $A_{1} / A_{2}<0$ ) and parameters $p_{1}$ and $p_{2}$ (with $\left.p_{2}>p_{1}\right)$, localized at $x \approx \bar{x}-\left(p_{1}^{2}+p_{2}^{2}+p_{1} p_{2}\right) t$. Both objects move of course towards the left; the solitron or antisolitron of the second or third kind moves faster (indeed, more than three times faster) and is therefore, in the remote past, farther to the right. As time goes by, the faster solitron or antisolitron of the second or third kind approaches the slower solitron or antisolitron of the first kind, and eventually the two coalesce into a single solitron or antisolitron of first kind and parameter $p_{2}$, that emerges alone in the remote future, moving with its characteristic speed that is intermediate between those of the two initial objects, since clearly $p_{1}^{2}<p_{2}^{2}<p_{1}^{2}+p_{2}^{2}+p_{1} p_{2}$.

Note that (5.41b), (5.41c), and (5.42b) imply the following relation between the parameters $x_{1}, \bar{x}$ and $x_{2}$ that characterize the asymptotic location of these objects [see (5.41a) and (5.42a)]:

$$
\begin{equation*}
p_{2} x_{2}=p_{1} x_{1}+\left(p_{2}-p_{1}\right) \bar{x}+\frac{1}{2} \ln \left(p_{2} / p_{1}\right) \tag{5.43}
\end{equation*}
$$

Let us also point out that the solution discussed in this subsection does not describe the most general collision between a solitron (or an antisolitron) of the first kind and one of the second or third kind, but only one between a (generic) solitron (or antisolitron) of the first kind with parameter $p$ and a solitron (or antisolitron) of the second or third kind characterized by parameters $p_{1}$ and $p_{2}$, with $p_{2}>p_{1}$ and $p_{1}=p$.

## F. Inelastic collision of two solitrons of the second or third kind

Let

$$
\begin{equation*}
v(x, t)=\sum_{n=1}^{3}\left[A_{n} \exp \left(y_{n}\right)\right] \tag{5.44}
\end{equation*}
$$

with the three constants $A_{n}$ real (and nonvanishing), the three parameters $p_{n}$ positive and different, say

$$
\begin{equation*}
0<p_{1}<p_{2}<p_{3}, \tag{5.45}
\end{equation*}
$$

and

$$
\begin{equation*}
y_{n}=p_{n}\left(x+p_{n}^{2} t\right) \tag{5.46}
\end{equation*}
$$

Then use (3.7a) with $C=0$. We obtain
$u(x, t)=\sum_{n=1}^{3} \frac{\left[A_{n} \exp \left(y_{n}\right)\right]}{[g(x, t)]^{1 / 2}}$,
$g(x, t)=2 \sum_{n=1}^{3} \sum_{m=1}^{3}\left\{\frac{A_{n} A_{m}}{\left(p_{n}+p_{m}\right)} \exp \left(y_{n}+y_{m}\right)\right\}$.
To analyze the significance of this solution of the evolution PDE (1.1), it is again convenient to focus on the derivative $u_{x}(x, t)$ and to look at its behavior in the remote past and future. One finds, for $t \rightarrow-\infty$,

$$
\begin{align*}
& u_{x}(x, t) \approx \operatorname{sgn}\left(A_{2}\right) S_{s_{1}}\left(x-\bar{x}_{1}, t ; p_{1}, p_{2}\right) \\
& \quad+\operatorname{sgn}\left(A_{3}\right) S_{s_{2}}\left(x-\bar{x}_{2}, t ; p_{2}, p_{3}\right),  \tag{5.48a}\\
&  \tag{5.48b}\\
& s_{n}=\operatorname{sgn}\left(A_{n} / A_{n+1}\right), \quad n=1,2,  \tag{5.48c}\\
& \bar{x}_{n}=\left(p_{n+1}-p_{n}\right)^{-1} \ln \left|A_{n} / A_{n+1}\right|, \quad n=1,2,
\end{align*}
$$

and for $t \rightarrow+\infty$

$$
\begin{equation*}
u_{x}(x, t) \approx \operatorname{sgn}\left(A_{3}\right) S_{s}\left(x-\bar{x}, t ; p_{1}, p_{3}\right), \tag{5.49a}
\end{equation*}
$$

with

$$
\begin{align*}
& s=\operatorname{sgn}\left(A_{1} / A_{3}\right)  \tag{5.49b}\\
& \bar{x}=\left(p_{3}-p_{1}\right)^{-1} \ln \left|A_{1} / A_{3}\right| \tag{5.49c}
\end{align*}
$$

Here of course the function $S_{s}\left(y, t ; p, p^{\prime}\right)$ is defined by (5.15).
The interpretation of these findings is clear. The solution (5.44) describes in the remote past two solitrons or antisolitrons [as the case may be; see (5.48a)] of the second or third kind [as the case may be; see (5.48b)], and in the remote future a single solitron or antisolitron of the second or third kind [as the case may be; the diligent reader may figure out the "selection rules" implied by (5.48a), (5.48b), and (5.49a)]. Note that (5.45) implies that the speed, $V_{3}=-\left(p_{3}^{2}+p_{1}^{2}+p_{1} p_{3}\right)$, of the final object is intermediate between the speeds, $V_{1}=-\left(p_{2}^{2}+p_{1}^{2}+p_{2} p_{1}\right)$ and $V_{2}$ $=-\left(p_{3}^{2}+p_{2}^{2}+p_{2} p_{3}\right)$, of the two initial ones; while the parameters that characterize their asymptotic positions are related by the formula

$$
\begin{equation*}
\left(p_{3}-p_{1}\right) \bar{x}=\left(p_{3}-p_{2}\right) \bar{x}_{2}+\left(p_{2}-p_{1}\right) \bar{x}_{1} \tag{5.50}
\end{equation*}
$$

Let us, however, again emphasize that the solution (5.44) does not describe the most general collision between two solitrons or antisolitrons of second or third kind, but only a collision among two such solitrons or antisolitrons characterized by two pairs of parameters, say $p_{1}, p_{2}$ (with $p_{2}>p_{1}$ ) and $p_{1}^{\prime}, p_{2}^{\prime}$ (with $p_{2}^{\prime}>p_{1}^{\prime}$ ), such that, say, $p_{2}=p_{1}^{\prime}$.

## G. Inelastic collision of $\boldsymbol{N}$ solitrons of the second and third kind

Let

$$
\begin{equation*}
v(x, t)=\sum_{n=0}^{N}\left[A_{n} \exp \left(y_{n}\right)\right] \tag{5.51}
\end{equation*}
$$

with the $N+1$ parameters $A_{n}$ real and nonvanishing, the $N+1$ parameters $p_{n}$ positive and different, say

$$
\begin{equation*}
0<p_{0}<p_{1}<\cdots<p_{N} \tag{5.52}
\end{equation*}
$$

and

$$
\begin{equation*}
y_{n}=p_{n}\left(x_{n}+p_{n}^{2} t\right) . \tag{5.53}
\end{equation*}
$$

Then use (3.7a) with $C=0$. We obtain
$u(x, t)=\sum_{n=0}^{N} \frac{A_{n} \exp \left(y_{n}\right)}{[g(x, t)]^{1 / 2}}$,
$g(x, t)=2 \sum_{n=0}^{N} \sum_{m=0}^{N}\left\{\frac{A_{n} A_{m}}{p_{n}+p_{m}} \exp \left(y_{n}+y_{m}\right)\right\}$.
The significance of this solution of the evolution equation (1.1) is apparent from the following findings (proved in Appendix D): as $t \rightarrow-\infty$,
$u_{x}(x, t) \approx \sum_{n=1}^{N}\left[\operatorname{sgn}\left(A_{n}\right) S_{s_{n}}\left(x-\bar{x}_{n}, t ; p_{n-1}, p_{n}\right)\right]$,
with

$$
\begin{align*}
& \bar{x}_{n}=\left(p_{n}-p_{n-1}\right)^{-1} \ln \left|A_{n-1} / A_{n}\right|,  \tag{5.55b}\\
& s_{n}=\operatorname{sgn}\left(A_{n-1} / A_{n}\right) \tag{5.55c}
\end{align*}
$$

as $t \rightarrow+\infty$,

$$
\begin{equation*}
u_{x}(x, t) \approx \operatorname{sgn}\left(A_{N}\right) S_{s}\left(x-\bar{x}, t ; p_{0}, p_{N}\right) \tag{5.56a}
\end{equation*}
$$

with

$$
\begin{align*}
& \bar{x}=\left(p_{N}-p_{0}\right)^{-1} \ln \left|A_{0} / A_{N}\right|,  \tag{5.56b}\\
& s=\operatorname{sgn}\left(A_{0} / A_{N}\right) . \tag{5.56c}
\end{align*}
$$

Note that (5.55b) and (5.56b) yield

$$
\begin{equation*}
\left(p_{N}-p_{0}\right) \bar{x}=\sum_{n=1}^{N}\left[\left(p_{n}-p_{n-1}\right) \bar{x}_{n}\right] . \tag{5.57}
\end{equation*}
$$

These findings include of course those of the preceding subsection, to which we also refer for their interpretation; that should be sufficiently obvious not to warrant any additional comment here.

## H. Inelastic collision of one solitron of the first kind and $\boldsymbol{N}$ solitrons of the second or third kind

Let $v(x, t)$ be again given by (5.51) with (5.52) and (5.53), but now use (3.7a) with $C^{2}>0$. We obtain

$$
\begin{equation*}
u(x, t)=\sum_{n=0}^{N} \frac{A_{n} \exp \left(y_{n}\right)}{\left[C^{2}+g(x, t)\right]^{1 / 2}}, \tag{5.58}
\end{equation*}
$$

with $g(x, t)$ defined by (5.54b).
The significance of this solution of the evolution equation (1.1) is apparent from the following results (proved in Appendix D): as $t \rightarrow-\infty$,

$$
\begin{align*}
u_{x}(x, t) \approx & \operatorname{sgn}\left(A_{0}\right) S_{1}\left(x-x_{0}, t ; p_{0}\right) \\
& +\sum_{n=1}^{N}\left[\operatorname{sgn}\left(A_{n}\right) S_{s_{n}}\left(x-\bar{x}_{n}, t ; p_{n-1}, p_{n}\right)\right] \tag{5.59a}
\end{align*}
$$

with $\bar{x}_{n}$ and $s_{n}$ defined by (5.55b) and (5.55c) and

$$
\begin{equation*}
x_{0}=\left(2 p_{0}\right)^{-1} \ln \left[p_{0} C^{2} /\left(2 A_{0}^{2}\right)\right] \tag{5.59b}
\end{equation*}
$$

as $t \rightarrow+\infty$,

$$
\begin{equation*}
u_{x}(x, t) \approx \operatorname{sgn}\left(A_{N}\right) S_{1}\left(x-x_{N}, t ; p_{N}\right), \tag{5.60a}
\end{equation*}
$$

with

$$
\begin{equation*}
x_{N}=\left(2 p_{N}\right)^{-1} \ln \left[p_{N} C^{2} /\left(2 A_{N}^{2}\right)\right] \tag{5.60b}
\end{equation*}
$$

Note that these results imply the relation

$$
\begin{equation*}
p_{N} x_{N}=p_{0} x_{0}+\sum_{n=1}^{N}\left[\left(p_{n}-p_{n-1}\right) \bar{x}_{n}\right]+\frac{1}{2} \ln \left(\frac{p_{N}}{p_{0}}\right) . \tag{5.61}
\end{equation*}
$$

These findings include those of Sec. V E, to which we also refer for their interpretation, which should be sufficiently obvious not to warrant any additional comment here.

## I. Traveling wave and kink

Let $v(x, t)$ be given again by (5.44) with (5.46), but assume now

$$
\begin{align*}
& p_{1}=p>0, \quad p_{2}=r+i q, \quad p_{3}=r-i q \\
& r>0, \quad q>0  \tag{5.62}\\
& A_{1}=A_{1}^{*}=A \neq 0, \quad A_{2}=B \exp (i b) \\
& A_{3}=B \exp (-i b), \quad B=B^{*} \neq 0, \quad b=b^{*} \tag{5.63}
\end{align*}
$$

Then use (3.7a) with $C=0$. We obtain

$$
\begin{equation*}
u(x, t)=\operatorname{sgn}(A) p^{1 / 2}[1+s Z \cos (y)] /[f(x, t)]^{1 / 2} \tag{5.64a}
\end{equation*}
$$

$$
\begin{align*}
f(x, t)= & 1+4 s(p / Q) Z \sin \left(y+a^{\prime}\right) \\
& +\frac{1}{2}(p / r) Z^{2}[1+\sin (a) \sin (2 y+a)] \tag{5.64b}
\end{align*}
$$

$$
\begin{align*}
& Z=2|B / A| \exp [(r-p)(x-W t)] \\
& \quad=\exp \left[(r-p)\left(x-x_{0}-W t\right)\right]  \tag{5.65}\\
& x_{0}=(p-r)^{-1} \ln |2 B / A|  \tag{5.66}\\
& W=-\left[p^{2}+r^{2}+p r+3 r q^{2} /(p-r)\right]  \tag{5.67}\\
& y=q(x-V t)+b,  \tag{5.68}\\
& V=q^{2}-3 r^{2}  \tag{5.69}\\
& \tan \left(a^{\prime}\right)=(p+r) / q  \tag{5.70}\\
& \tan (a)=r / q  \tag{5.71}\\
& Q=\left[(p+r)^{2}+q^{2}\right]^{1 / 2}  \tag{5.72}\\
& s=\operatorname{sgn}(B / A) \tag{5.73}
\end{align*}
$$

If $p>r$, clearly for $x \gg x_{0}+W t$ the solution $u(x, t)$ is constant,

$$
\begin{equation*}
u(x, t) \approx \operatorname{sgn}(A) p^{1 / 2} \tag{5.74}
\end{equation*}
$$

while for $x \ll x_{0}+W t$ it approximates the periodic traveling wave of Sec. V C,

$$
\begin{equation*}
u(x, t) \approx \operatorname{sgn}(B) T\left(x-x_{0}, t ; r, q ; b\right) \tag{5.75}
\end{equation*}
$$

[see (5.22)]. Note that in this case the speed $W$, with which moves the boundary layer between the two zones, is negative [ $\operatorname{see}(5.67)$ ].

If $p<r$, the situation is reversed, namely for $x \ll x_{0}+W t$ the solution $u(x, t)$ is constant, see (5.74), while for $x \gg x_{0}+W t$ it approximates the periodic traveling wave, see (5.75). Note that in this case, in contrast to the preceding one, the speed $W$, with which moves the boundary between the two zones, may have either sign, or it may vanish [see (5.67)].

Finally, in the marginal case $p=r, u(x, t)$ is a periodic function of $x$ (with period $2 \pi / q$ ), since in this special case the quantity $Z$, see (5.65) and (5.67), becomes independent of $x$

$$
\begin{equation*}
Z=2|B / A| \exp \left(-3 p q^{2} t\right) \tag{5.76}
\end{equation*}
$$

Hence this case provides another instance of periodic solution of the evolution PDE (1.1); but it has a more complicated time dependence than the periodic traveling wave of Sec. V C. Note, however, that, as $t \rightarrow-\infty$, this solution goes indeed over into the traveling wave solution of Sec. V C [see (5.64) and (5.76) ],

$$
\begin{equation*}
u(x, t) \approx \operatorname{sgn}(B) T\left(x-x_{0}, t ; r, q ; b\right) \tag{5.77}
\end{equation*}
$$

while as $t \rightarrow+\infty$ it becomes constant,

$$
\begin{equation*}
u(x, t) \approx \operatorname{sgn}(A) p^{1 / 2} \tag{5.78}
\end{equation*}
$$

## J. Traveling wave that becomes a solitron of the first kind

Let $v(x, t)$ be again given by (5.44) with (5.46), (5.62), and (5.63), and use (3.7a), but now with $C^{2}>0$, to evaluate $u(x, t)$. We obtain
$u(x, t)=\operatorname{sgn}(A) p^{1 / 2}[1+s Z \cos (y)] /\left[f(x, t)+Z_{1}^{2}\right]^{1 / 2}$,
with

$$
\begin{align*}
Z_{1} & =\exp \left[-p\left(x-x_{1}-V_{1} t\right)\right]  \tag{5.80}\\
x_{1} & =(2 p)^{-1} \ln \left(p C^{2} / A^{2}\right)  \tag{5.81}\\
V_{1} & =-p^{2} \tag{5.82}
\end{align*}
$$

and the remaining notation as in the preceding subsection, see (5.64b)-(5.73).

To analyze the shape, at any given (fixed) time, of this solution of the evolution PDE (1.1), let us consider first the case

$$
\begin{equation*}
p>r>0 \tag{5.83}
\end{equation*}
$$

It is then easily seen that

$$
\begin{align*}
& u(-\infty, t)=0  \tag{5.84a}\\
& u(+\infty, t)=\operatorname{sgn}(A) p^{1 / 2} \tag{5.84b}
\end{align*}
$$

implying

$$
\begin{equation*}
u_{x}( \pm \infty, t)=0 \tag{5.84c}
\end{equation*}
$$

It is also clear that $u_{x}(x, t)$ vanishes proportionally to $\exp (r x)$ (times an oscillatory factor) as $x \rightarrow-\infty$ and proportionally to $\exp [(r-p) x]$ (times another oscillatory factor) as $x \rightarrow+\infty$ ). Hence this solution is "localized," in the sense used above.

If instead
$r \geqslant p>0$
the solution $u(x, t)$, while still vanishing as $x \rightarrow-\infty$, see
(5.84a), approximates the solution discussed in Sec. V I as $x \rightarrow+\infty$; and in particular, if $r>p$, as $x \rightarrow+\infty$ it approximates the periodic traveling wave of Sec. V C,

$$
\begin{equation*}
u(x, t) \approx \operatorname{sgn}(B) T\left(x-x_{0}, t ; r, q ; b\right) \tag{5.85'}
\end{equation*}
$$

Let us now discuss the behavior over time of the solution (5.79). The analysis here is limited to the "localized" case characterized by the inequality ( 5.83 ); the treatment of the case (5.85) is left as an exercise for the diligent reader.

Clearly the behavior of $u(x, t)$ depends on whether the (positive) quantities $Z$ and $Z_{1}$, see (5.65) and (5.80), are much larger or much smaller than unity and, moreover, if they are much larger than unity, on their relative magnitude. Thus three speeds play an important role, namely $W$ [see (5.67)], $V_{1}[$ see (5.82) ], and

$$
\begin{equation*}
V_{2}=3 q^{2}-r^{2} \tag{5.86}
\end{equation*}
$$

Note that, as a consequence of (5.83), the inequality

$$
\begin{equation*}
W<V_{1}<V_{2} \tag{5.87}
\end{equation*}
$$

holds, since both differences,

$$
\begin{equation*}
V_{2}-V_{1}=3 q^{2}+p^{2}-r^{2} \tag{5.88a}
\end{equation*}
$$

and

$$
\begin{equation*}
V_{1}-W=r^{2}+p r+3 r q^{2} /(p-r) \tag{5.88b}
\end{equation*}
$$

are clearly positive. Note moreover that $W$ and $V_{1}$ are negative, while $V_{2}$ may have any sign, or it might even vanish.

It is then easily seen that, as $t \rightarrow-\infty$,

$$
\begin{align*}
& u(x, t) \approx 0, \quad x \ll X_{1}(t),  \tag{5.89a}\\
& u(x, t) \approx \operatorname{sgn}(B) T\left(x-x_{0}, t ; r, q ; b\right), \\
& \quad X_{1}(t) \ll x \ll X_{2}(t),  \tag{5.89b}\\
& u(x, t) \approx \operatorname{sgn}(A) p^{1 / 2}, \quad X_{2}(t) \ll x, \tag{5.89c}
\end{align*}
$$

where

$$
\begin{align*}
& X_{1}(t)=x_{0}+(p / r)\left(x_{1}-x_{0}\right)+V_{2} t,  \tag{5.90a}\\
& X_{2}(t)=x_{0}+W t, \tag{5.90b}
\end{align*}
$$

and of course $x_{0}$ and $x_{1}$ are defined by (5.67) and (5.81). Note that these "boundary layers," $X_{1}(t)$ and $X_{2}(t)$, move with constant speed, and that, as $t \rightarrow-\infty, X_{2}(t) \rightarrow+\infty$ and $X_{2}(t)-X_{1}(t) \rightarrow+\infty$. Thus, as $t \rightarrow-\infty$, the region occupied by the periodic traveling wave [see (5.89b) and (5.22)] becomes infinitely extended. Note however that, as $t \rightarrow-\infty, X_{1}(t)$ may diverge to positive or to negative infinity, or remain constant, depending on the value of $V_{2}$.

The behavior of the solution $u(x, t)$, or rather its $x$ derivative, as $t \rightarrow+\infty$ [in the case (5.83) to which our attention is confined] is instead very simple:

$$
\begin{equation*}
u_{x}(x, t) \approx \operatorname{sgn}(A) S_{1}\left(x-x_{1}, t ; p\right) \tag{5.91}
\end{equation*}
$$

with $S_{1}$ defined by (5.6) with (5.7), and $x_{1}$ defined by (5.81).

These findings justify the title of this subsection.

## K. Inelastic collision of several solitrons and wave trains

Let us finally consider a solution $u(x, t)$ of the evolution equation (1.1) that includes all those considered above (in this section). It obtains via (3.7a) from the following solution $v(x, t)$ of (3.1):

$$
\begin{align*}
v(x, t)= & \sum_{n=0}^{N}\left[A_{n} \exp \left(p_{n} x+p_{n}^{3} t\right)\right] \\
& +\sum_{m=1}^{M}\left\{B _ { m } \operatorname { e x p } \left[i b_{m}+\left(r_{m}+i q_{m}\right) x\right.\right. \\
& \left.\left.+\left(r_{m}+i q_{m}\right)^{3} t\right]+ \text { c.c. }\right\} \tag{5.92a}
\end{align*}
$$

or equivalently

$$
\begin{align*}
v(x, t)= & \sum_{n=0}^{N}\left[A_{n} \exp \left(y_{n}\right)\right] \\
& +2 \sum_{m=1}^{M}\left[B_{m} \exp \left(z_{m}\right) \cos \left(w_{m}\right)\right] \tag{5.92b}
\end{align*}
$$

with

$$
\begin{align*}
& y_{n}=p_{n}\left(x+p_{n}^{2} t\right)  \tag{5.93}\\
& z_{m}=r_{m}\left[x+\left(r_{m}^{2}-3 q_{m}^{2}\right) t\right]  \tag{5.94}\\
& w_{m}=b_{m}+q_{m}\left[x+\left(3 r_{m}^{2}-q_{m}^{2}\right) t\right] \tag{5.95}
\end{align*}
$$

We assume of course that the quantities $A_{n}$ are real and nonvanishing, that the quantities $b_{m}$ are non-negative, and that the quantities $B_{m}, p_{n}, r_{m}$, and $q_{m}$ are positive. We moreover assume, without loss of generality, that the inequalities

$$
\begin{align*}
& 0<p_{0}<p_{1}<\cdots<p_{N},  \tag{5.96a}\\
& 0<r_{1}<r_{2} \cdots<r_{m} \tag{5.96b}
\end{align*}
$$

hold.
The corresponding expression of $u(x, t)$ reads

$$
\begin{equation*}
u(x, t)=v(x, t) /[g(x, t)]^{1 / 2} \tag{5.97}
\end{equation*}
$$

$$
\begin{align*}
g(x, t)= & C^{2}+\sum_{n=0}^{N}\left[\frac{A_{n}^{2}}{p_{n}} \exp \left(2 y_{n}\right)\right]+2 \sum_{m=1}^{M}\left\{\frac{B_{m}^{2}}{r_{m}} \exp \left(2 z_{m}\right)\left[1+\sin \left(a_{m}\right) \sin \left(2 w_{m}+a_{m}\right)\right]\right\} \\
& +2 \sum_{\substack{n=0 \\
n \neq n^{\prime}=0}}^{N}\left\{\frac{A_{n} A_{n^{\prime}}}{p_{n}+p_{n^{\prime}}} \exp \left(y_{n}+y_{n^{\prime}}\right)\right\}+4 \sum_{n=0}^{N} \sum_{m=1}^{M}\left\{\frac{A_{n} B_{m}}{Q_{n m}} \exp \left(y_{n}+z_{m}\right) \sin \left(w_{m}+a_{n, m}^{\prime}\right)\right\} \\
& +4 \sum_{m=1}^{M} \sum_{\substack{m^{\prime}=1 \\
m \neq m^{\prime}}}^{M}\left\{\frac{B_{m} B_{m^{\prime}}}{r_{m}+r_{m^{\prime}}} \exp \left(z_{m}+z_{m^{\prime}}\right) \sin \left(a_{m, m^{\prime}}\right) \sin \left(w_{m}+w_{m^{\prime}}+a_{m, m^{\prime}}\right)\right\} \tag{5.98}
\end{align*}
$$

$$
\begin{align*}
& Q_{n m}=\left[\left(p_{n}+r_{m}\right)^{2}+q_{m}^{2}\right]^{1 / 2}  \tag{5.99}\\
& \tan \left(a_{m}\right)=r_{m} / q_{m}  \tag{5.100}\\
& \tan \left(a_{n, m}^{\prime}\right)=\left(p_{n}+r_{m}\right) / q_{m}  \tag{5.101}\\
& \tan \left(a_{m, m^{\prime}}\right)=\left(r_{m}+r_{m^{\prime}}\right) /\left(q_{m}+q_{m^{\prime}}\right) \tag{5.102}
\end{align*}
$$

Let us discuss first of all the shape of this solution, namely its $x$ profile for fixed (finite) $t$. In particular let us note that the two conditions

$$
\begin{align*}
& p_{N}>r_{N},  \tag{5.103}\\
& p_{0}<r_{1} \text { if } C=0, \tag{5.104}
\end{align*}
$$

are necessary and sufficient in order that $u(x, t)$ be "localized," namely

$$
\begin{equation*}
u_{x}( \pm \infty, t)=0 \tag{5.105}
\end{equation*}
$$

Indeed (5.103) implies

$$
\begin{equation*}
u(+\infty, t)=\operatorname{sgn}\left(A_{N}\right) p_{N}^{1 / 2}, \tag{5.106}
\end{equation*}
$$

while clearly, if $C^{2}>0$,

$$
\begin{equation*}
u(-\infty, t)=0 \tag{5.107a}
\end{equation*}
$$

and if $C=0$ but (5.104) holds,

$$
\begin{equation*}
u(-\infty, t)=\operatorname{sgn}\left(A_{1}\right) p_{1}^{1 / 2} \tag{5.107b}
\end{equation*}
$$

Let us then discuss tersely the behavior of $u(x, t)$ over time, limiting our consideration to the "localized" case characterized by the conditions (5.103) and (5.104) [together of course with (5.106)]. Here we only outline the results since their detailed derivation and analysis would take too much space, and it is in any case somewhat analogous to the discussion in Appendix D.

In the remote future $(t \rightarrow+\infty)$, the solution (5.97) becomes quite simple: if $C^{2}>0$, it describes a kink of the first type,

$$
\begin{align*}
& u_{x}(x, t) \approx \operatorname{sgn}\left(A_{N}\right) S_{1}\left(x-x_{N}, t ; p_{N}\right)  \tag{5.108}\\
& x_{N}=\left(2 p_{N}\right)^{-1} \ln \left[p_{N} C^{2} /\left(2 A_{N}^{2}\right)\right] \tag{5.109}
\end{align*}
$$

if $C=0$, it describes a kink of the second or third type,

$$
\begin{align*}
& u_{x}(x, t) \approx \operatorname{sgn}\left(A_{N}\right) S_{s}\left(x-\bar{x}, t ; p_{0}, p_{N}\right),  \tag{5.110}\\
& \bar{x}=\left(p_{N}-p_{0}\right)^{-1} \ln \left|A_{0} / A_{N}\right|,  \tag{5.111}\\
& s=\operatorname{sgn}\left(A_{0} / A_{N}\right) . \tag{5.112}
\end{align*}
$$

In the remote past $(t \rightarrow-\infty)$, the situation may be considerably more complicated; to describe it, let us consider separately the two cases, $C=0$, and $C^{2}>0$.

Let us deal first with the $C=0$ case. It is expedient, given the values of the $1+N+2 M$ parameters $p_{n}, r_{m}$, and $q_{m}$, to draw as a function of $V$ the $N+1$ straight lines $p_{n}^{3}+V p_{n}$ (in black) and the $M$ straight lines $r_{m}^{3}-3 r_{m} q_{m}^{2}+V r_{m}$ (in red). Then focus attention on the segmented continuous line that obtains by following the bottom segments for each value of $V$. This line may have some black and some red segments; the leftmost and rightmost semi-infinite components are black, due to (5.103) and (5.104). Now move along this line from left to right and denote with $W_{1}, W_{2}$, etc. the values (if any) of $V$ at which there is a change of slope from a black segment to another black segment; it is easily seen (as in Appendix D) that a necessary condition for this to happen is that the parameters, say $p_{n_{j}^{\prime}}$ and $p_{n_{j}}$, that characterize the two contiguous black
segments, be themselves contiguous [see (5.96a)], namely $n_{j}^{\prime}=n_{j}-1$, implying

$$
\begin{equation*}
W_{j}=-\left(p_{n_{j}}^{2}+p_{n_{j}-1}^{2}+p_{n_{j}} p_{n_{j}-1}\right), \quad j=1,2, \ldots \tag{5.113}
\end{equation*}
$$

Note that the number of $W_{j}$ 's may vary between 0 and $N$, and of course by definition $W_{j}<W_{j+1}<0$. Denote moreover with $W_{1}^{(-)}, W_{2}^{(-)}$, etc. the values (if any) of $V$ at which there occurs a change from a black to a red segment, so that

$$
\begin{align*}
W_{j}^{(-)}= & -\left[p_{n_{j}^{-}}^{2}+r_{m_{j}^{-}}^{2}\right)+p_{n_{j}^{-}}, r_{m_{j}^{\prime}-1} \\
& \left.+3 r_{m_{j}^{-}-} q_{m_{j}^{\prime}-,}^{2} /\left(p_{\left.n_{j}^{\prime}-\right)}-r_{\left.m_{j}^{\prime}-\right)}\right)\right], \quad j=1,2, \ldots, \tag{5.114a}
\end{align*}
$$

where $p_{n_{j}^{\prime}-}$, is the parameter that characterizes the black segment on the left and $r_{m_{j}^{(-)}}, q_{m_{j}^{(-)}}$are the parameters that characterize the red segment on the right; and denote with $W_{1}^{(+)}, W_{2}^{(+)}$, etc. the values (if any) of $V$ at which there occurs a change from a red to a black segment, so that

$$
\begin{aligned}
\boldsymbol{W}_{j}^{(+)}= & -\left[p_{n_{j}^{(+)}}^{2}+r_{m_{j}^{(+)}}^{2}\right. \\
& \left.+3 r_{m_{j}^{(+)}} q_{m_{j}^{(+)}}^{2} /\left(p_{n_{j}^{(+)}}-r_{m_{j}^{(+)}}\right)\right], \quad j=1,2, \ldots
\end{aligned}
$$

(5.114b)
where $p_{n_{j}^{+}}$is now the parameter that characterizes the black segment on the right and $r_{m_{j}+,}, q_{m_{j}^{\prime}+}$ are the parameters that characterize the red segment on the left. Note that there are as many $W_{j}^{(+)}$'s as $W_{j}^{(-)}$'s (possibly none), and that the inequalities

$$
\begin{equation*}
W_{j}^{(-)}<W_{j}^{(+)}<W_{j+1}^{(-)}<W_{j+1}^{(+)}, \quad j=1,2, \ldots, \tag{5.114c}
\end{equation*}
$$

hold. Finally let us also denote, for completeness, with $\widetilde{W}_{1}$, $\widetilde{W}_{2}$, etc. the values of $V$ (if any) at which there is a change of slope from a red segment to another red segment. Note that we are, for simplicity, assuming that there occurs no "multiple point" at which more than two of the original straight lines cross simultaneously.

The behavior of $u(x, t)$ in the remote past may then be characterized as follows. Let

$$
\begin{equation*}
x_{j}(t)=\bar{x}_{j}+W_{j} t, \quad j=1,2, \ldots \tag{5.115}
\end{equation*}
$$

with

$$
\begin{equation*}
{ }^{1} \bar{x}_{j}=\left(p_{n_{j}}-p_{n_{j}-1}\right)^{-1} \ln \left|A_{n_{j}-1} / A_{n_{j}}\right|, \quad j=1,2, \ldots, \tag{5.116}
\end{equation*}
$$

where $p_{n_{j}-1}$ and $p_{n_{j}}$ characterize the two black segments to the left and right of $V=W_{j}$ [see (5.113)]. Let moreover

$$
\begin{equation*}
x_{j}^{( \pm)}(t)=x_{j}^{( \pm)}(0)+W_{j}^{( \pm)} t, \quad j=1,2, \ldots \tag{5.117}
\end{equation*}
$$

where

$$
\begin{align*}
x_{j}^{( \pm)}(0)= & {\left[2\left(p_{n_{j}^{\prime \pm}}-r_{\left.m_{j}^{\prime} \pm\right)}\right)\right]^{-1} } \\
& \times \ln \left[2 p_{n_{j} \pm} B_{m_{j}^{\prime \pm}}^{2} /\left(r_{m_{j}^{( \pm}} A_{n_{j}^{\prime \pm}}^{2}\right)\right] \\
& j=1,2, \ldots, \tag{5.118}
\end{align*}
$$

again with the parameters $p_{\left.n_{j}^{( }\right)}$and $r_{m_{j}^{( \pm)}}$(as well as $A_{n_{j}^{ \pm}}$) and $B_{\left.m_{j} \pm\right)}$ ) associated, respectively, to the black and red segments that join at $W_{j}^{( \pm)}[$see (5.114a) and (5.114b)]. Then for the values of $x$ that are well inside the intervals from

$$
\begin{align*}
& x_{j}^{(-)}(t) \text { to } x_{j}^{(+)}(t), \\
& \quad x_{j}^{(-)}(t) \ll x \ll x_{j}^{(+)}(t), \quad j=1,2, \ldots \tag{5.119}
\end{align*}
$$

$u(x, t)$ is an oscillating wave train [possibly fairly complicated, especially if the interval ( $W_{j}^{(-)}, W_{j}^{(+)}$) contains some $\widetilde{W}_{k}$, or several equal values of $r_{m}$ with different $q_{m}$ 's], while for the values of $x$ that are well outside the intervals (5.119), $u(x, t)$ is constant [and therefore $u_{x}(x, t)$ vanishes], except in the neighborhood of the points $x_{j}(t)$, see (5.115), where it behaves as a kink of second or third kind, namely, away from the intervals (5.119),

$$
\begin{equation*}
u_{x}(x, t)=\sum_{j}\left[\operatorname{sgn}\left(A_{n_{j}}\right) S_{s_{j}}\left(x-\bar{x}_{j}, t ; p_{n_{j}-1}, p_{n_{j}}\right)\right] \tag{5.120}
\end{equation*}
$$

where of course

$$
\begin{equation*}
s_{j}=\operatorname{sgn}\left(A_{n_{j}-1} / A_{n_{j}}\right) \tag{5.121}
\end{equation*}
$$

It is thus seen that, in the remote past, $u(x, t)$ [see (5.97)] with $C=0$ describes a collection of solitrons of the second or third kind (whose number may vary between 0 and $N$ ) and of separate finite wave trains (whose number may vary between 0 and $M$; of course there must be at least one solitron or one wave train); while, as we have seen above, in this case with $C=0$ in the remote future it yields a single solitron of the second or third kind, see (5.110).

Let us finally discuss, quite tersely, the behavior of $u(x, t)$, see (5.97), with $C^{2}>0$, in the remote past $(t \rightarrow-\infty)$. The treatment given above remains applicable, with the addition of one more straight line to be drawn (in blue) along the $V$ axis. Then the curve obtained from the union of the bottom lines has the rightmost semi-infinite component that is blue (and shields away part of the curve of the previous case). The previous analysis remains applicable to the part of the curve that has not been shielded away, and it may account for a number of solitrons of the second and third kind (possibly none) and of finite wave trains (possibly none). There remains to consider the contribution corresponding to the last part of the curve. There are two possibilities, depending whether the last finite segment, contiguous to the rightmost semi-infinite blue component, is red or black.

It is easily seen that, if

$$
\begin{equation*}
-p_{0}^{2}>3 q_{m}^{2}-r_{m}^{2}, \quad m=1,2, \ldots, M \tag{5.122}
\end{equation*}
$$

that segment is black. In this case, in addition to the contributions predicted by the preceding analysis, there is in the remote past a solitron of the first kind, namely for $x \approx x_{0}-p^{2} t$,

$$
\begin{equation*}
u_{x}(x, t) \approx \operatorname{sgn}\left(A_{0}\right) S_{1}\left(x-x_{0}, t ; p_{0}\right) \tag{5.123}
\end{equation*}
$$

with

$$
\begin{equation*}
x=\left(2 p_{0}\right)^{-1} \ln \left[p_{0} C^{2} /\left(2 A^{2}\right)\right] \tag{5.124}
\end{equation*}
$$

If instead

$$
\begin{equation*}
-p_{0}^{2}<\operatorname{Max}_{m=1, M}\left(3 q_{m}^{2}-r_{m}^{2}\right) \equiv W^{(+)} \tag{5.125}
\end{equation*}
$$

then the rightmost (finite) segment is red; and (in contrast to the previous case) the largest of the $W_{j}^{(-)}$does not now have a corresponding $W_{j}^{(+)}$. Let us indicate this largest
$W_{j}^{(-)}$(defined according to the procedure described above) as $W_{J}^{(-)}$. It is then easily seen that

$$
\begin{equation*}
W_{J}^{(-)}<W^{(+)} \tag{5.126}
\end{equation*}
$$

and that, in addition to the contributions predicted by the previous analysis (ignoring $W_{J}^{(-)}$), there is in this case an additional wave train in the interval from $x_{J}^{(-)}(t)$ to $x^{(+)}(t)$, with $x_{j}^{(-)}(t)$ defined according to (5.117) and

$$
\begin{align*}
& x^{(+)}(t)=x^{(+)}(0)+W^{(+)} t  \tag{5.127}\\
& x^{(+)}(0)=(2 r)^{-1} \ln \left[r C^{2} /\left(2 B^{2}\right)\right] \tag{5.128}
\end{align*}
$$

The value of $r$ appearing in the last formula coincides with the $r_{m}$ which realizes the maximum in the rhs of (5.125).

It is thus seen that, in the remote past, $u(x, t)$ [see (5.97) with $C^{2}>0$ ] describes a collection of solitrons of second and third kind and of separate finite wave trains, and in addition, provided the inequality ( 5.122 ) holds, a single solitron of first kind; while, as we have seen above, in this case with $C^{2}>0$ in the remote future it yields a single solitron of first kind, see (5.108).

Let us end by noting that these findings suggest the following general result, applicable to any real and regular solution of the evolution $\operatorname{PDE}$ (1.1). Let $u(x, 0)$ have finite limits as $x \rightarrow \pm \infty$, with the value at the right larger in modulus than that at the left; then, as $t \rightarrow+\infty, u(x, t)$ approximates a single kink. More precisely, if $u(-\infty, 0)=s_{1} p_{1}^{1 / 2}$, $u(+\infty, 0)=s_{2} p_{2}^{1 / 2}$ with $p_{2}>p_{1}>0$ and $s_{1}=+$ or $s_{1}=-$ (likewise for $s_{2}$ ), then, as $t \rightarrow+\infty$,

$$
\begin{equation*}
u_{x}(x, t) \approx s_{2} S_{s}\left(x-\bar{x}, t ; p_{1}, p_{2}\right) \tag{5.129}
\end{equation*}
$$

with $s=s_{1} s_{2}$ and $\bar{x}$ some appropriate value; if $u(-\infty, 0)$ $=0$ and $u(+\infty, 0)=s p^{1 / 2}$, with $p>0$ and $s=+$ or $s=-$, then, as $t \rightarrow+\infty$,

$$
\begin{equation*}
u_{x}(x, t) \approx s S_{1}\left(x-x_{0}, t ; p\right) \tag{5.130}
\end{equation*}
$$

for some appropriate value of $x_{0}$.

## VI. FINAL COMMENTS

The results of the preceding section have displayed a remarkably explicit and complex phenomenology; of course the inelastic nature of the collisions among solitrons and antisolitrons motivates the use of this terminology (instead of "solitons" and "antisolitons"; see Ref. 3, p. 132ff).

Other explicit solutions of the evolution PDE (1.1) could be exhibited; but their display and analysis is left as an exercise for the diligent reader.

On the other hand, it should be emphasized that the solutions given above do not include the description of such elementary phenomena as the collision of two solitrons (or antisolitrons) of the first kind, or of one solitron (or antisolitron) of the first kind with a generic solitron (or antisolitron) of the second or third kind, or of two generic solitrons (or antisolitrons) of the second or third kind. The results given above suggest that such solutions do not exist. Let us note in this connection that, while the evolution character of the nonlinear PDE (1.1) implies the possibility to determine a solution $u(x, t)$ by assigning arbitrarily (within appropriate functional classes; see Sec. III) its "initial" value $u\left(x, t_{0}\right)$ at any chosen finite time $t_{0}$, this freedom of choice need not
apply without limitations in the asymptotic limit as $t_{0}$ tends, say, to negative infinity. A more detailed analysis of this problem, as well as the study of singular solutions of (1.1), will perhaps be presented in a subsequent paper.

It is well known that a large class of nonlinear evolution equations yield, after an appropriate multiscale asymptotic expansion (see, for instance, Ref. 4), the nonlinear Schrödinger equation. It is amusing to apply this procedure ${ }^{4}$ to the nonlinear evolution equation (1.1). What one finds is that the method is indeed applicable, and one seems to get the nonlinear Schrödinger equation; but with a vanishing numerical coefficient in front of the nonlinear term! This is of course consistent with the need to use a more sophisticated method than just a change of variables (namely, the spectral transform technique) in order to solve the nonlinear Schrödinger equation.

## Addendum

(i) The exceptional nature of the PDE (1.1) was previously discovered by Ibragimov and Shabat, ${ }^{5}$ who pointed out that it belongs to the class of equations possessing an infinite Lie-Bäcklund algebra. Subsequently Kaptsov ${ }^{6}$ noted that this equation possesses only one local conservation law. The linearizing transformation (3.7b) was moreover given by Sokolov and Shabat. ${ }^{7}$

These results have come to my attention after my paper was submitted for publication. I am not aware of any previous analysis of the detailed behavior of the solutions of the PDE (1.1).
(ii) Wiktor Eckhaus has noted that the remark at the end of Sec. VI implies the possibility of applying the limiting procedure one step further, obtaining thereby a novel nonlinear evolution equation in place of the Schrödinger equation. This remark has opened a line of research whose results serve to explain what had hitherto appeared a puzzling miracle, namely the fact that certain evolution equations turn up in many applicative contexts and are integrable. These findings shall be reported elsewhere. ${ }^{8}$
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## APPENDIX A

In this appendix we obtain and discuss the general solution of the ODE

$$
\begin{equation*}
-V g^{\prime}=g^{\prime \prime \prime}+3\left(g^{\prime \prime} g^{2}+3 g^{\prime 2} g\right)+3 g^{\prime} g^{4} \tag{A1}
\end{equation*}
$$

where $V$ is a given constant.
A trivial solution of this equation is
$g(y)=$ arbitrary constant.
Hereafter this trivial solution will be ignored, as well as the trivial possibility to consider, in addition to any solution $g$, the solution $-g$.

The ODE (A1) can be directly integrated once, after multiplication by $g$. We obtain

$$
\begin{equation*}
-V g^{2}=2 g^{\prime \prime} g-g^{\prime 2}+6 g^{\prime} g^{3}+g^{6}+2 B \tag{A3}
\end{equation*}
$$

where $B$ is an arbitrary (integration) constant.
Now set

$$
\begin{equation*}
g(y)=f(y) /[2 F(y)]^{1 / 2} \tag{A4}
\end{equation*}
$$

with

$$
\begin{equation*}
F^{\prime}(y)=f^{2}(y) \tag{A5}
\end{equation*}
$$

We obtain

$$
\begin{equation*}
-V f^{2}=2 f^{\prime \prime} f-f^{\prime 2}+2 B F \tag{A6}
\end{equation*}
$$

and after differentiation [using (A5)] this yields the linear ODE

$$
\begin{equation*}
f^{\prime \prime \prime}+V f^{\prime}+B f=0 \tag{A7}
\end{equation*}
$$

The general solution of this equation reads

$$
\begin{equation*}
f(y)=\sum_{j=1}^{3}\left[A_{j} \exp \left(p_{j} y\right)\right] \tag{A8}
\end{equation*}
$$

where the three parameters $p_{j}$ are the three roots of the cubic equation

$$
\begin{equation*}
p^{3}+V p+B=0 \tag{A9}
\end{equation*}
$$

so that they satisfy the following relations:

$$
\begin{align*}
& p_{1}+p_{2}+p_{3}=0,  \tag{A10a}\\
& p_{1} p_{2}+p_{2} p_{3}+p_{3} p_{1}=V,  \tag{A10b}\\
& p_{1} p_{2} p_{3}=-B . \tag{A10c}
\end{align*}
$$

From (A5) and (A8) we moreover obtain

$$
\begin{align*}
F(y)= & A_{0}^{2}+\sum_{j=1}^{3} \sum_{k=1}^{3}\left\{\frac{A_{j} A_{k}}{p_{j}+p_{k}} \exp \left[\left(p_{j}+p_{k}\right) y\right]\right\}, \\
F(y)= & A_{0}^{2}-2 \sum_{j=1}^{3}\left[\frac{A_{j+1} A_{j+2}}{p_{j}} \exp \left(-p_{j} y\right)\right]  \tag{Alla}\\
& +\frac{1}{2} \sum_{j=1}^{3}\left[\frac{A_{j}^{2}}{p_{j}} \exp \left(2 p_{j} y\right)\right] . \tag{A11b}
\end{align*}
$$

To write (A11b), we have used (A10a) and the cyclic convention $A_{j+3} \equiv A_{j}$. We are moreover assuming that none of the quantities $p_{j}$ vanishes [a necessary and sufficient condition for this is that $B \neq 0$; see (A10c)]. If one or more of these quantities do vanish, the corresponding formula can be obtained by an appropriate limiting process (see below).

Insertion of this expression of $F(y)$, and of the corresponding expression (A8) of $f(y)$, in (A6), yields, using (A9), the condition

$$
\begin{equation*}
B A_{0}^{2}=0 \tag{A12}
\end{equation*}
$$

There are therefore two distinct classes of solutions of (A1), those characterized by $B=0$ and $A_{0}$ an arbitrary nonvanishing constant, and those characterized by $A_{0}=0$ and $B$ an arbitrary constant.

In the first case ( $B=0, A_{0} \neq 0$ ) one of the $p_{j}$ 's vanishes and the other two are easily computed, say

$$
\begin{align*}
& p_{3}=0, \quad p_{1}=-p_{2}=p  \tag{A13a}\\
& p=(-V)^{1 / 2} \tag{A13b}
\end{align*}
$$

Hence the solution of (A1) reads
$g(y)=\left[B_{1} \exp (p y)+B_{2} \exp (-p y)+B_{3}\right] /\left[2 F_{1}(y)\right]^{1 / 2}$
(A14a)
with

$$
\begin{align*}
F_{1}(y)= & 1+\left(B_{3}^{2}+2 B_{1} B_{2}\right) y \\
& +(2 p)^{-1}\left\{B_{1}^{2} \exp (2 p y)-B_{2}^{2} \exp (-2 p y)\right. \\
& \left.+4 B_{3}\left[B_{1} \exp (p y)-B_{2} \exp (-p y)\right]\right\} \tag{A14b}
\end{align*}
$$

Note that this solution depends on the three arbitrary constants $B_{j}$,

$$
\begin{equation*}
B_{j}=A_{j} / A_{0}, \quad j=1,2,3 \tag{A14c}
\end{equation*}
$$

and on the parameter $p$ related to $V$ by (A13b).
In the second case ( $A_{0}=0$ ) it is preferable not to solve explicitly the cubic equation (A9), and to write the solution of (A1) in the form

$$
\begin{aligned}
g(y)= & \sum_{j=1}^{3}\left[A_{j} \exp \left(p_{j} y\right)\right] \\
& \times\left\{2 \sum_{j=1}^{3} \sum_{k=1}^{3} \frac{A_{j} A_{k}}{p_{j}+p_{k}} \exp \left[\left(p_{j}+p_{k}\right) y\right]\right\}^{-1 / 2}
\end{aligned}
$$

(A15)
Here of course the three parameters $p_{j}$ are the three roots of the cubic equation (A9). Note that also this solution depends, for any given $V$, on three arbitrary constants, namely $B$ [see (A9)] and the two ratios of any two of the three $A_{j}$ 's to the third one.

Let us now identify and analyze, for given real $V$, the solutions $g(y)$ of (A1) that are real and regular for all real values of $y$.

Consider first solutions of the first type, given by (A14a) with (A14b) and (A13b).

For $V=0, g(y)$ reduces to the trivial solution (A2).
For positive $V, p$ is imaginary [see (A13b)]; it is then clear that a necessary condition in order that $g(y)$ be real for all $y$ is that $B_{3}$ be real and $B_{1}=B_{2}^{*}$. It is moreover necessary that $F_{1}(y)$ be positive for all $y$, and this requires $B_{3}^{2}=-2 B_{1} B_{2}$ [see (A14b)], namely $B_{3}^{2}=-2\left|B_{1}\right|^{2}$, which is inconsistent with the reality of $B_{3}$ [unless all the constants $B_{j}$ vanish, in which case $g(y)$ becomes the ultratrivial solution $g(y)=0]$. Hence for positive $V$, there is no real solution of (A1) in the first class.

For negative $V, p$ is real [see (A13b)], and without loss of generality we assume it is positive,

$$
\begin{equation*}
p=(-V)^{1 / 2}>0 \tag{A16}
\end{equation*}
$$

It is then clear that a necessary condition in order that $g(y)$, see (A14a) with (A14b), be real, is that the three constants $B_{j}$ be all real. It is moreover necessary that $F_{1}(y)$ be positive, and in order that this be true for large negative $y$, it is required that $B_{2}$ and $B_{3}$ both vanish [see (A14b)]. Hence the only real and regular solution of (A1) belonging to the first type reads

$$
\begin{equation*}
g(y)=p^{1 / 2} h[2 p(y-\bar{y})] \tag{A17a}
\end{equation*}
$$

with

$$
\begin{equation*}
h(z)=[1+2 \exp (-z)]^{-1 / 2} \tag{A17b}
\end{equation*}
$$

Here $p$ is related to $V$ by (A16), and $\overline{\boldsymbol{y}}$,

$$
\begin{equation*}
\bar{y}=-(2 p)^{-1} \ln \left(B_{1}^{2} / p\right), \tag{A17c}
\end{equation*}
$$

is an arbitrary real constant.

The following features of the function $h(z)$ and of its derivative are worth noting [see (5.7) and Fig. 1]:

$$
\begin{align*}
& 0=h(-\infty)<h(z)<h(+\infty)=1, \\
& h^{\prime}(z)=\left[\exp \left(\frac{2}{3} z\right)+2 \exp \left(-\frac{1}{3} z\right)\right]^{-3 / 2}=\frac{1}{2} S(z / 2)>0, \tag{A18b}
\end{align*}
$$

$$
\begin{equation*}
h^{\prime}( \pm \infty)=0 \tag{A18c}
\end{equation*}
$$

$$
\begin{equation*}
\operatorname{Max}_{-\infty<z<+\infty}\left[h^{\prime}(z)\right]=h^{\prime}(0)=3^{-3 / 2} \tag{A18d}
\end{equation*}
$$

Let us now proceed to identify and study all the solutions of the second type, see (A15), that are real and regular for all real values of $y$ (for real $V$ ).

It is first of all plain that a necessary condition, in order that $g(y)$ be real, is that the arbitrary constant $B$, see (A9), also be real, so that the three parameters $p_{j}$ are either all three real or one real and two complex conjugates.

Consider first the case of three real $p_{j}$ 's. Is is then clear that, in order that $g(y)$, see (A15), be real, all three constants $A_{j}$ must also be real (up to a common arbitrary factor, that may be chosen real without loss of generality). Moreover, if $p_{j}$ is not positive, the corresponding $A_{j}$ must vanish, in order that $g(y)$ remain real when $y$ becomes large and negative. But (A10a) implies that at least one of the $p_{j}$ 's is not positive; and if two of the three constants $A_{j}$ vanish, $g(y)$ reduces to the trivial solution (A2). Hence the only case to be considered obtains when two of the $p_{j}$ 's are positive [and different; otherwise $g(y)$ reduces to the trivial solution (A2)], say

$$
\begin{equation*}
0<p_{1}<p_{2} \tag{A19a}
\end{equation*}
$$

and

$$
\begin{equation*}
A_{3}=0 \tag{A19b}
\end{equation*}
$$

Note that (A19a) implies, via (A10a) and (A10b), that $V$ is negative,

$$
\begin{equation*}
V=-\left(p_{1}^{2}+p_{2}^{2}+p_{1} p_{2}\right)<0 \tag{A19c}
\end{equation*}
$$

The corresponding solution reads

$$
\begin{equation*}
g(y)=p^{1 / 2} H_{s}[(1-a) p(y-\bar{y}) ; a] \tag{A20}
\end{equation*}
$$

where we have set (for definiteness)

$$
\begin{equation*}
p_{2}=p, p_{1}=a p, 0<a<1, \tag{A21a}
\end{equation*}
$$

so that

$$
\begin{equation*}
V=-p^{2}\left(1+a+a^{2}\right) \tag{A21b}
\end{equation*}
$$

and

$$
\begin{align*}
& H_{s}(z ; a)= {[1+s \exp (z)] } \\
& \times\left[a^{-1}+4(1+a)^{-1} s \exp (z)\right. \\
&+\exp (2 z)]^{-1 / 2},  \tag{A22a}\\
& \bar{y}=[(1-a) p]^{-1} \ln \left|A_{1} / A_{2}\right|,  \tag{A22b}\\
& s=\operatorname{sgn}\left(A_{1} / A_{2}\right) . \tag{A22c}
\end{align*}
$$

Note that this solution depends, for a given (negative) $V$, on two parameters, namely $\bar{y}$ and either $p$ or $a$ [see (A21b)]; it depends moreover on the sign $s$.

The following properties of $g(y)$ are plain:
$g(-\infty)=(a p)^{1 / 2}=p_{1}^{1 / 2}$,
$g(+\infty)=s p^{1 / 2}=s p_{2}^{1 / 2}$,
$g(\bar{y})=2 p^{1 / 2}\left[a(1+a) /\left(1+6 a+a^{2}\right)\right]^{1 / 2}, \quad$ if $\quad s=+$,
$g(\bar{y})=0, \quad$ if $\quad s=-$.
It is also of interest to analyze the behavior of the derivative of $g(y)$,

$$
\begin{align*}
g^{\prime}(y)= & p^{3 / 2}\left[(1-a)^{2} /(1+a)\right] Z\left(a^{-1}+Z\right) \\
& \times\left[a^{-1}+4(1+a)^{-1} Z+Z^{2}\right]^{-3 / 2} \tag{A24a}
\end{align*}
$$

Here we have set for convenience

$$
\begin{equation*}
Z=s \exp [(1-a) p(y-\bar{y})] . \tag{A24b}
\end{equation*}
$$

Note that, for $s=+, Z$ varies from 0 to $+\infty$ as $y$ ranges from $-\infty$ to $+\infty$, while for $s=-, Z$ ranges from 0 to $-\infty$ as $y$ ranges from $-\infty$ to $+\infty$. Accordingly, the behavior of $g^{\prime}(y)$ is rather different depending on $s, s= \pm$. Let us discuss separately the two cases.

For $s=+, g^{\prime}(y)$ vanishes as $y \rightarrow \pm \infty$, it is positive for all values of $y$, and it has a single local (and absolute) maximum at $y=y_{3}$,

$$
\begin{equation*}
y_{3}=\bar{y}+[(1-a) p]^{-1} \ln \left(z_{3}\right) \tag{A25}
\end{equation*}
$$

where $z_{3}$ is the (only) positive solution of the cubic equation

$$
\begin{equation*}
a^{2}(1+a) z^{3}+2 a z^{2}-2 a^{2} z-(1+a)=0 \tag{A26}
\end{equation*}
$$

For instance, for $a=\frac{1}{3}, z_{3}=\frac{1}{2}\left(33^{1 / 2}-3\right) \approx 1.37$, and $g^{\prime}\left(y_{3}\right)$ $=(2 / 27) p^{3 / 2}$.

For $s=-, g^{\prime}(y)$ vanishes as $y \rightarrow \pm \infty$, and it also vanishes at

$$
\begin{equation*}
y=y_{0}=\bar{y}+[(1-a) p]^{-1} \ln (1 / a) \tag{A27}
\end{equation*}
$$

In the interval $-\infty<y<y_{0}, g^{\prime}(y)$ is negative, and it has a single local (and absolute) minimum at $y=y_{2}$,

$$
\begin{equation*}
y_{2}=\bar{y}+[(1-a) p]^{-1} \ln \left(-z_{2}\right), \tag{A28a}
\end{equation*}
$$

where $z_{2}$ is the middle solution of the cubic equation (A26) (it is easily seen that $-a^{-1}<z_{2}<0$ ). In the interval $y_{0}<y<+\infty, g^{\prime}(y)$ is positive, and it has a single local (and absolute) maximum at $y=y_{1}$,

$$
\begin{equation*}
y_{1}=\bar{y}+[(1-a) p]^{-1} \ln \left(-z_{1}\right), \tag{A28b}
\end{equation*}
$$

where $z_{1}$ is the smallest solution of the cubic equation (A26) (it is easily seen that $z_{1}<-a^{-1}$ ). For instance, for $a=\frac{1}{3}, \quad z_{2}=-\frac{3}{2}, \quad$ and $g^{\prime}\left(y_{2}\right)=-\left(\frac{4}{3}\right)^{1 / 2} p^{3 / 2}$, while $z_{3}$ $=-\frac{1}{2}\left(33^{1 / 2}+3\right) \approx-4.37$ and $g^{\prime}\left(y_{3}\right)=(2 / 27) p^{3 / 2}$.

These analytic results may be compared with the graphs displayed in Figs. 2 and 3, via the relation

$$
g^{\prime}(y)=p^{3 / 2} F_{s}[p(y-\bar{y}), a]
$$

(A28c)
Let us finally consider a solution of the second type, see (A15), with one real and two complex conjugate $p_{j}$ 's, say

$$
\begin{equation*}
p_{1}=r+i q, \quad p_{2}=r-i q, \quad p_{3}=-2 r \tag{A29a}
\end{equation*}
$$

with $r$ and $q$ real; note that we have already used (A10a), while (A10b) yields

$$
V=q^{2}-3 r^{2}
$$

(A29b)
It is then easy to ascertain that, in order that the solution $g(y)$, see (A15), be real and regular for all real values of $y$ [ and not reduce to the trivial solution (A2) ], it is necessary
and sufficient that $r$ be positive, $A_{1}$ and $A_{2}$ be complex conjugate (up to a common factor), and $A_{3}$ vanish:

$$
\begin{align*}
& r>0, \quad A_{1}=A \exp (i b), \quad A_{2}=A \exp (-i b)  \tag{A30}\\
& A_{3}=0, \quad b=b^{*}
\end{align*}
$$

Then (A15) yields the periodic solution

$$
\begin{aligned}
g(y)= & (2 r)^{1 / 2} \cos (q y+b) \\
& \times\{1+\sin (a) \sin [2(q y+b)+a]\}^{-1 / 2}
\end{aligned}
$$

(A31a)
with

$$
\begin{equation*}
\tan (a)=r / q \tag{A31b}
\end{equation*}
$$

Note that in this case $V$ may have either sign, or it may vanish; and that this solution contains, for given $V$, two arbitrary real constants, namely $b$ and either $r$ or $q$ [see (A29b) and (A31b)].

Let us end this appendix reporting some properties of the periodic function

$$
\begin{equation*}
F(x, a)=\cos (x) /[1+\sin (a) \sin (2 x+a)]^{1 / 2} \tag{A32}
\end{equation*}
$$

[see (A31a)]. They read

$$
\begin{align*}
& F_{x}(x, a)=-\cos (a) \sin (x+a) \\
& \quad \times[1+\sin (a) \sin (2 x+a)]^{-3 / 2},  \tag{A33}\\
& \operatorname{Max}_{0<x<2 \pi}[F(x, a)]=1,  \tag{A34a}\\
& \operatorname{Min}_{0<x<2 \pi}[F(x, a)]=-1 . \tag{A34b}
\end{align*}
$$

Graphs of this function are displayed in Fig. 4.

## APPENDIX B

In this appendix we indicate how the ODE
$2 y f^{\prime}+f+6 c\left[f^{\prime \prime \prime}+3\left(f^{\prime \prime} f^{2}+3 f^{\prime 2} f\right)+3 f^{\prime} f^{4}\right]=0$,
$f \equiv f(y)$,
can be integrated.
A first integration, after multiplication by $f$, can be performed directly, yielding

$$
\begin{equation*}
y f^{2}+3 c\left(2 f^{\prime \prime}-f^{\prime 2}+6 f^{\prime} f^{3}+f^{6}\right)=B \tag{B2}
\end{equation*}
$$

where $B$ is an integration constant.
Now set
$f(y)=g(y) /[2 G(y)]^{1 / 2}$
with

$$
\begin{equation*}
G^{\prime}(y)=g^{2}(y) \tag{B4}
\end{equation*}
$$

We obtain

$$
\begin{equation*}
y g^{2}+3 c\left(2 g^{\prime \prime} g-g^{\prime 2}\right)=B G \tag{B5}
\end{equation*}
$$

and after differentiation [using (B4)] this yields the linear ODE

$$
\begin{equation*}
6 c g^{\prime \prime \prime}+2 y g^{\prime}+(1-B) g=0 \tag{B6}
\end{equation*}
$$

This equation can be solved by introducing the Fourier or Laplace transform of $g(y)$. The general solution shall depend on three integration constants, in addition to $B$; but one of these is a multiplicative constant, and therefore may be factored away when computing $f(y)$, see (B3) and (B4).

On the other hand the evaluation of $G(y)$ from $g(y)$, see (B4), yields an additional integration constant. Hence $f(y)$, when computed from (B3), (B4), and (B6), contains four integration constants (including $B$ ). But a relation among these four constants is implied by the requirement that $f(y)$ satisfy (B2) (see the analogous treatment in Appendix A).

Note that, in the special case $B=1$,

$$
\begin{equation*}
g^{\prime}(y)=h\left[-(3 c / 2)^{-1 / 3} y\right] \tag{B7}
\end{equation*}
$$

with $h(z)$ an Airy function satisfying the second-order linear ODE

$$
\begin{equation*}
h^{\prime \prime}(z)=z h(z) \tag{B8}
\end{equation*}
$$

In the special case $B=0$ it is convenient to solve directly (B5), setting

$$
\begin{equation*}
g(y)=\left\{h\left[-(6 c)^{-1 / 3} y\right]\right\}^{2} \tag{B9}
\end{equation*}
$$

and getting again for $h(z)$ the Airy equation (B8).

## APPENDIX C

In this appendix we outline the derivation of the results reported in Sec. IV.

Let $v(x, t)$ satisfy the linear evolution equation (3.1), namely

$$
\begin{equation*}
v_{t}(x, t)=v_{x x x}(x, t) \tag{C1}
\end{equation*}
$$

and assume that $v(x, t)$ is regular for real $x$ and vanishes asymptotically ( $x \rightarrow \pm \infty$ ) sufficiently fast to guarantee the existence of all the integrals written below.

Now define

$$
\begin{equation*}
X_{n, m}(t)=(n!)^{-1} \int_{-\infty}^{+\infty} d x x^{n}\left[v^{(m)}(x, t)\right]^{2} \tag{C2}
\end{equation*}
$$

where

$$
\begin{equation*}
v^{(m)}(x, t) \equiv \frac{\partial^{m} v(x, t)}{\partial x^{m}} \tag{C3}
\end{equation*}
$$

Time differentiation of (C2) yields, using (C1) and integrating by parts,
$\dot{X}_{n, m}(t)=3 X_{n-1, m+1}(t)-X_{n-3, m}(t)-X_{n-3, m}(t)$.
This formula holds for $m=0,1,2, \ldots$ and $n=0,1,2, \ldots$ [with the provision that, by definition, $X_{n, m}(t)=0$ if $n<0$ ]; and it is plain to verify its consistency with (4.5), and the fact that, via (4.5), it yields (4.6).
Q.E.D.

In an analogous manner it is easily seen that the moments

$$
\begin{equation*}
Y_{n}(t)=(-)^{n}(n!)^{-1} \int_{-\infty}^{+\infty} d x x^{n} v(x, t) \tag{C5}
\end{equation*}
$$

evolve according to the formula

$$
\begin{equation*}
\dot{Y}_{n}(t)=Y_{n-3}(t) \tag{C6}
\end{equation*}
$$

and that this formula implies (4.11) and (4.12).

## APPENDIX D

In this appendix we analyze the behavior in the remote past $(t \rightarrow-\infty)$ and future $(t \rightarrow+\infty)$ of the solution

$$
\begin{equation*}
u(x, t)=\sum_{n=0}^{N} \frac{A_{n} \exp \left(y_{n}\right)}{[g(x, t)]^{1 / 2}} \tag{D1}
\end{equation*}
$$

of the nonlinear evolution PDE (1.1). Here

$$
\begin{align*}
g(x, t)= & C^{2}+2 \sum_{m, n=0}^{N}\left\{\frac{A_{m} A_{n}}{p_{m}+p_{n}} \exp \left(y_{m}+y_{n}\right)\right\}  \tag{D2a}\\
g(x, t)= & C^{2}+\sum_{n=0}^{N}\left[\frac{A_{n}^{2}}{p_{n}} \exp \left(2 y_{n}\right)\right] \\
& +2 \sum_{n, m=0, n \neq m}^{N}\left\{\frac{A_{m} A_{n}}{p_{m}+p_{n}} \exp \left(y_{m}+y_{n}\right)\right\}, \tag{D2b}
\end{align*}
$$

$$
\begin{equation*}
y_{n}=p_{n} x+p_{n}^{3} t, \quad n=1,2, \ldots, N \tag{D3}
\end{equation*}
$$

Our attention is limited to the case when all the parameters $p_{n}$ and $A_{n}$ are real; without loss of generality one can then assume

$$
\begin{align*}
& A_{n}=A_{n}^{*} \neq 0, \quad n=0,1, \ldots, N,  \tag{D4}\\
& p_{0}<p_{1}<p_{2}<\cdots<p_{N} \tag{D5}
\end{align*}
$$

It is moreover clear that, in order that $u(x, t)$ be real and regular for all (real) values of $x$ and $t$, it is necessary and sufficient that all the parameters $p_{n}$ be positive, or equivalently

$$
\begin{equation*}
p_{0}>0 \tag{D6}
\end{equation*}
$$

since clearly this condition is necessary and sufficient to guaranteee that $g(x, t)$, see (D2b), be positive definite for all real values of $x$ and $t$ (we are of course assuming that $C$ be real, so that $C^{2}$ is a non-negative constant).

In order to discuss the behavior in the remote past and future it is convenient to focus attention on the derivative of $u(x, t)$ rather than on $u(x, t)$ itself,

$$
\begin{align*}
u_{x}(x, t)= & f(x, t) /[g(x, t)]^{3 / 2}  \tag{D7}\\
f(x, t)= & C^{2} \sum_{n=0}^{N}\left[A_{m} p_{m} \exp \left(y_{m}\right)\right] \\
& +\sum_{l, m, n=0}^{N} \frac{A_{l} A_{m} A_{n}\left(2 p_{l}-p_{m}-p_{n}\right)}{p_{m}+p_{n}} \\
& \left.\times \exp \left(y_{l}+y_{m}+y_{n}\right)\right\} \tag{D8}
\end{align*}
$$

The analysis can now be performed setting

$$
\begin{equation*}
x=V t+x^{\prime} \tag{D9}
\end{equation*}
$$

with $x^{\prime}$ a fixed parameter, and then investigating for which values of $V$ the function $u_{x}(x, t)$, see (D7), (D8), and (D2), has a nonvanishing limit as $t \rightarrow-\infty$ or $t \rightarrow+\infty$. It is moreover convenient to introduce the cubic polynomial

$$
\begin{equation*}
c(p)=p^{3}+V p \tag{D10}
\end{equation*}
$$

and to note that (D3) and (D9) yield

$$
\begin{equation*}
y_{n}=p_{n} x^{\prime}+c\left(p_{n}\right) t . \tag{D11}
\end{equation*}
$$

Note that the term with $l=m=n$ in the last sum in the rhs of (D8) is missing (i.e., it is multiplied by a vanishing factor).

Let us begin by discussing the remote future, $t \rightarrow+\infty$.
For any non-negative $V$, all the coefficients $c\left(p_{n}\right)$ are positive, and the largest of them is $c\left(p_{N}\right)$ [see (D10)].


FIG. 5. Graph of $c(p)=p^{3}+V p$ with $V<0$; see (D10).
Hence as $t \rightarrow+\infty g$ grows proportionally to $\exp \left[2 c\left(p_{N}\right) t\right]$ [see (D2b) and (D11)], while $f$ grows proportionally to $\exp \left\{\left[2 c\left(p_{N}\right)+c\left(p_{N-1}\right)\right] t\right\} \quad[$ see (D8) and (D11)]. Hence $u_{x}$ vanishes asymptotically [proportionally to $\exp \left\{\left[c\left(p_{N-1}\right)-c\left(p_{N}\right)\right] t\right\}$; see (D7) $]$.

To analyze the situation for negative $V$ it is useful to refer to the graph of the function $c(p)$ [see (D10)], as displayed in Fig. 5. It is moreover expedient to consider separately two alternative cases: (i) values of $V$ such that the $N+1$ quantities $c\left(p_{n}\right)$ are all different; (ii) values of $V$ such that (at least) two of the $N+1$ quantities $c\left(p_{m}\right)$ coincide, say $c\left(p_{1}\right)=c\left(p_{m}\right)$ for some specific values of $l$ and $m$ [note that we are discussing the behavior of $u_{x}(x, t)$ for a given set of the $N+1$ parameters $p_{n}$, consistent with (D5) and (D6); as it is clear from Fig. 5, it is therefore excluded that three or more $c\left(p_{n}\right)$ coincide].

To analyze the first alternative, let us focus attention on the value of the parameter $c\left(p_{N}\right)$ [see (D5)]. If this parameter is positive, $c\left(p_{N}\right)>0$, it is clear, from the same argument given above for positive $V$, that $u_{x} \rightarrow 0$ as $t \rightarrow+\infty$ (indeed, again proportionally to $\exp \left\{\left[c\left(p_{N-1}\right)-c\left(p_{N}\right)\right] t\right\}$; note that, if $c\left(p_{N}\right)>0$, then also $c\left(p_{N}\right)>c\left(p_{N-1}\right)$, see Fig. 5). If instead the parameter $c\left(p_{N}\right)$ is negative, $c\left(p_{n}\right)<0$, then necessarily all the quantities $c\left(p_{n}\right)$ are also negative, $c\left(p_{n}\right)<0$, $n=0,1, \ldots, N$ (see Fig. 5). Hence in this case $f$ vanishes as $t \rightarrow+\infty$ [see (D8) and (D11)] while, if $C \neq 0, g \rightarrow C^{2}$ [see (D2) and (D11)], and therefore $u_{x}$ again vanishes as $t \rightarrow+\infty$ [see (D7)]. This conclusion hinges on the condition $C \neq 0$; but the same outcome obtains, by an argument analogous to that given above, if $C=0$, since in such a case $f$ vanishes, as $t \rightarrow+\infty$, proportionally to $\exp \left[\left(2 c_{1}+c_{2}\right) t\right]$, where $c_{1}$ is the least negative of the $N+1$ quantities $c\left(p_{n}\right)$ and $c_{2}$ is the second least negative of these $N+1$ quantities, while $g$ vanishes proportionally to $\exp \left(2 c_{1} t\right)$.

Let us finally assume that $c\left(p_{N}\right)$ vanishes, namely [see D10) and (D5)]

$$
\begin{equation*}
V=-p_{N}^{2} \tag{D12}
\end{equation*}
$$

note that in such a case all the other $N$ quantities $c\left(p_{n}\right)$ are negative, see Fig. 5 and (D5), (D6). It is then again clear that, if $C=0, u_{x}$ vanishes as $t \rightarrow+\infty$, since in such a case, in this limit, $g$ tends to a finite (nonvanishing) value while $f$
vanishes. On the other hand if $C \neq 0$ both $f$ and $g$ tend to a finite limit as $t \rightarrow+\infty$, and indeed one finds, as $t \rightarrow+\infty$

$$
\begin{align*}
& u_{x}(x, t) \approx \operatorname{sgn}\left(A_{N}\right) S_{1}\left(x-x_{N}, t ; p_{N}\right)  \tag{D13}\\
& x_{N}=\left(2 p_{N}\right)^{-1} \ln \left[p_{N} C^{2} /\left(2 A_{N}^{2}\right)\right] \tag{D14}
\end{align*}
$$

Here the function $S_{1}(y, t ; p)$ is of course defined by (5.6) and (5.7).

Let us now complete the analysis of the behavior of $u_{x}$ as $t \rightarrow+\infty$ by considering the other alternative, namely values of $V$ such that two of the quantities $c\left(p_{n}\right)$ coincide, say

$$
\begin{equation*}
c\left(p_{l}\right)=c\left(p_{m}\right)=c \tag{D15}
\end{equation*}
$$

A glance at Fig. 5 shows that the value $c$ is necessarily negative. On the other hand it is easily seen, by an analysis analogous to those above, that in order that $u_{x}$ remain finite as $t \rightarrow+\infty$ it is necessary and sufficient that the terms with the two exponents (D15) be the dominant ones as $t \rightarrow+\infty$ both in $f$ and $g$ [see (D11), (D8), (D2), and (D7)]. For this to happen two conditions must hold: the constant $C$ must vanish [see (D2)], and all the other $c\left(p_{n}\right)$ 's [with $n \neq l, n \neq m$; see (D15)] must be less than the common value $c$, see (D15)

$$
\begin{align*}
& C=0  \tag{D16}\\
& c\left(p_{n}\right)<c, \quad n \neq m, \quad n \neq l . \tag{D17}
\end{align*}
$$

The last condition implies (see Fig. 5) that the two parameters $p_{l}$ and $p_{m}$ be the extreme ones of the sequence $p_{n}$ [see (D5) ]; say,

$$
\begin{equation*}
p_{l}=p_{0}, \quad p_{m}=p_{N} \tag{D18}
\end{equation*}
$$

This condition, together with (D15) and (D10), determines the value of $V$,

$$
\begin{equation*}
V=-\left(p_{N}^{2}+p_{0}^{2}+p_{N} p_{0}\right) ; \tag{D19}
\end{equation*}
$$

and it is then easily seen that $u_{x}$ has, as $t \rightarrow+\infty$, the finite limit

$$
\begin{equation*}
u_{x}(x, t) \approx \operatorname{sgn}\left(A_{N}\right) S_{s}\left(x-\bar{x}, t ; p_{0}, p_{N}\right) \tag{D20}
\end{equation*}
$$

with $S_{s}\left(y, t ; p_{0,}, p_{N}\right)$ defined by (5.15) and

$$
\begin{align*}
& \bar{x}=\left(p_{N}-p_{0}\right)^{-1} \ln \left|A_{0} / A_{N}\right|  \tag{D21}\\
& s=\operatorname{sgn}\left(A_{0} / A_{N}\right) \tag{D22}
\end{align*}
$$

We may therefore conclude that, as $t \rightarrow+\infty$, the behavior of $u_{x}(x, t)$ is given by (D13) with (D14) if $C \neq 0$ and by (D20) with (D21) and (D22) if $C=0$.

Let us proceed next to consider the behavior of $u_{x}(x, t)$ as $t \rightarrow-\infty$.

First of all, it is easily seen that, if $V$ is non-negative, $u_{x}(x, t)$ [see (D7)] vanishes as $t \rightarrow-\infty$, since all the coefficients $c\left(p_{n}\right)$ are positive [see (D10), (D5), and (D6)], so that, if $C \neq 0$, in the limit $f$ vanishes and $g$ tends to the finite value $C^{2}$ [see (D11), (D8), and (D2)], while if $C=0$ both $f$ and $g$ vanish in the limit, but so does $u_{x}$ [see (D7)].

For negative $V$, it is again expedient to consider separately two alternative possibilities: (i) values of $V$ such that the $N+1$ parameters $c\left(p_{n}\right)$ [see (D10)] are all different; and (ii) values of $V$ such that there exist (at least) one pair of $c\left(p_{n}\right)$ that coincide [see (D15)].

In the first case, let us focus attention on the value of the parameter $c\left(p_{0}\right)$ [see (D15), (D5), and (D6)]. If this parameter is positive, $c\left(p_{0}\right)>0$, then all the other $c\left(p_{n}\right)$ 's are
also positive, $c\left(p_{n}\right)>0$, for $n=1,2, . ., N$ (see Fig. 5). It is then clear that, as $t \rightarrow-\infty, f$ vanishes [see (D8) and (D11)]; as for $g$, if $C \neq 0$ it tends to the finite value $C^{2}$ [see (D2) and (D11)], while if $C=0$ it also vanishes as $t \rightarrow-\infty$; but in any case, as $t \rightarrow-\infty$, the ratio $u_{x}$, see (D7), vanishes. And it is easily seen that the same conclusion, $u_{x} \rightarrow 0$ as $t \rightarrow-\infty$, obtains if the parameter $c\left(p_{0}\right)$ is negative, $c\left(p_{0}\right)<0$, as a consequence of the divergence of $g$ and $f(g$ proportionally to $\exp \left(2 c_{M} t\right), f$ proportionally to $\exp \left[\left(2 c_{M}+c^{\prime}\right) t\right]$, where $c_{M}$ is the most negative one of the $N+1$ quantities $c\left(p_{n}\right)$ and $c^{\prime}$ is the next to most negative one of these $N+1$ quantities). On the other hand if the parameter $c\left(p_{0}\right)$ vanishes, namely for

$$
\begin{equation*}
V=-p_{1}^{2} \tag{D23}
\end{equation*}
$$

then all the other $c\left(p_{n}\right)$ 's are positive [see Fig. 5 and recall (D5) and (D6)]; in this case $g$ has a finite limit as $t \rightarrow-\infty$ [see (D2) and (D11)], and so does $f$ [see (D8) and (D11)] provided $C$ does not vanish, $C \neq 0$. And it is easily seen that in such a case, as $t \rightarrow-\infty$,

$$
\begin{equation*}
u_{x}(x, t) \approx \operatorname{sgn}\left(A_{0}\right) S_{1}\left(x-x_{0}, t ; p_{0}\right) \tag{D24}
\end{equation*}
$$

with

$$
\begin{equation*}
x_{0}=\left(2 p_{0}\right)^{-1} \ln \left[p_{0} C^{2} /\left(2 A_{0}^{2}\right)\right] \tag{D25}
\end{equation*}
$$

Here of course the function $S_{1}(y, t ; p)$ is defined by (5.6) and (5.7).

Let us finally consider the second alternative, see (D15). It is then clear that a necessary and sufficient condition in order that $u_{x}$ not vanish as $t \rightarrow-\infty$ is that, in this limit, the two terms corresponding to (D15) provide the dominant (divergent) contributions both in the asymptotic behavior of $f$ [see (D8)] and $g$ [see (D2)]. In order for this to happen the following conditions must hold:

$$
\begin{equation*}
c=c\left(p_{l}\right)=c\left(p_{m}\right)<c\left(p_{n}\right), \quad n \neq l, \quad n \neq m \tag{D26}
\end{equation*}
$$

A glance at Fig. 5 implies that, for this condition to hold, it is necessary and sufficient that the two parameters $p_{l}$ and $p_{m}$ for which (D15) holds be contiguous, say

$$
\begin{equation*}
p_{l}=p_{m+1}, \quad m=0,1, \ldots, N-1 \tag{D27}
\end{equation*}
$$

note that the corresponding values of $V$ are

$$
\begin{equation*}
V=-\left(p_{m}^{2}+p_{m+1}^{2}+p_{m} p_{m+1}\right) \tag{D28}
\end{equation*}
$$

And in such a case it is easily seen that, as $t \rightarrow-\infty$,
$u_{x}(x, t) \approx \operatorname{sgn}\left(A_{m+1}\right) S_{s_{m}}\left(x-\bar{x}_{m}, t ; p_{m}, p_{m+1}\right)$,
with $S_{s}\left(y, t ; p_{m}, p_{m+1}\right)$ defined by (5.15) and

$$
\begin{align*}
& \bar{x}_{m}=\left(p_{m+1}-p_{m}\right)^{-1} \ln \left|A_{m} / A_{m+1}\right|  \tag{D30}\\
& s_{m}=\operatorname{sgn}\left(A_{m} / A_{m+1}\right)
\end{align*}
$$

We may therefore conclude that, as $t \rightarrow-\infty$, the behavior of $u_{x}(x, t)$ is described by the formula

$$
\begin{aligned}
u_{x}(x, t) \approx & \operatorname{sgn}\left(A_{0}\right) S_{1}\left(x-x_{0}, t ; p_{0}\right) \\
& +\sum_{m=0}^{N-1} \operatorname{sgn}\left(A_{m+1}\right) S_{s_{m}}\left(x-\bar{x}_{m}, t ; p_{m}, p_{m+1}\right)
\end{aligned}
$$

(D32)
with $S_{1}$ and $S_{s}$ defined by (5.6), (5.7), and (5.15) and with $x_{1}, \bar{x}_{m}$, and $s_{m}$ defined by (D25), (D30), and (D31); the first term in the rhs of (D31) is however present only if $C \neq 0$ [this is automatically guaranteed, since if $C$ vanishes, $x_{0}$ diverges, see (D25), hence that term disappears, see (5.6) and (5.7)].
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#### Abstract

A simple approach employing properties of solutions of differential equations is adopted to derive an appropriate extension of the WKBJ method. Some of the earlier techniques that are commonly in use are unified, whereby the general approximate solution to a second-order homogeneous linear differential equation is presented in a standard form (SF) that is valid for all orders. In comparison to other methods, the present one is shown to be leading in the order of iteration, and thus possibly has the ability of accelerating the convergence of the solution.


## I. INTRODUCTION

The WKBJ method has wide application in quantum mechanics where it is used to find the asymptotic form of the solution of a Sturm-Liouville equation for a large value of the eigenvalue, e.g., in Kreiger et al. ${ }^{1} \mathrm{It}$ is also widely applied in the vast field of ionospheric radio propagation where a wide list of references may be found in Ratchiffe. ${ }^{2}$ A general survey of the WKBJ theory and some of its applications may be found in Bender and Orszag, ${ }^{3}$ Fröman and Fröman, ${ }^{4}$ Heading, ${ }^{5,6}$ and Hecht and Mayer. ${ }^{7}$

The purpose of this work is to present a new formulation for the generalized version (SF) of the WKBJ approximation. In their pioneering work Hecht and Mayer ${ }^{7}$ extended the WKBJ method using the Schwarzian derivative formalism to obtain solutions to the time-independent Schrödinger equation. They claim that under certain conditions, their method gives results to any degree of accuracy. Unfortunately, they use several transformations, which lead to an indirect iteration scheme, besides the fact that the calculations quickly become unwieldy. Again Fröman and Fröman, ${ }^{4}$ using complex variable theory, obtained equations similar to the ones here (SF). They then embarked on a series of mappings and integrals in order to derive an exact formula for the general solution of the Schrödinger equation.

The present treatment gives a simple derivation for the generalized WKBJ method (SF) employing basic properties of the theory of solutions of differential equations. Also the iteration scheme adopted is simple, explicit, and a refinement of earlier ones.

It often happens that the results provided by the firstorder theory are not sufficiently accurate. In such cases it becomes necessary to consider second- and higher-order corrections. For instance, Kesarwani and Varshni ${ }^{8,9}$ used higher-order corrections to the WKBJ method to improve the results. They have shown that the inclusion of these corrections improve the accuracy of the results. This is certainly in favor of the present method (SF); since when comparing it with the normal approximative methods used, one finds that its second-order approximation is equivalent to the fourth-order approximation of these methods.

## II. FUNDAMENTAL EQUATIONS

The WKBJ method is a useful tool for obtaining a global approximation to the solution of a linear differential equa-
tion whose highest derivative is multiplied by a small parameter, say $\epsilon$. The present treatment is merely concerned with linear second-order homogeneous differential equations. Any such equation may be transformed to

$$
\begin{equation*}
y^{\prime \prime}+f(x) y=0, \quad x \in(a, b) \tag{2.1}
\end{equation*}
$$

which is a form most convenient for our discussion. The function $f(x)$ is taken real, with continuous higher derivatives, and does not vanish in ( $a, b$ ).

The essence of the WKBJ method is to obtain a general approximate solution to (2.1) subject to $f(x)$ being a slowly varying function. If $f(x)$ were a constant, say $k^{2}$, then one should immediately have solutions of the form

$$
\begin{equation*}
y^{*}=A e^{i k x}+B e^{-i k x} \tag{2.2}
\end{equation*}
$$

where $A$ and $B$ are arbitrary constants.
In the case when $f(x)$ is no longer constant, but instead a slowly varying function, it might be reasonable to assume that the solution would not be markedly different. Therefore the normal procedure adopted is to assume a solution to (2.1) of the form

$$
\begin{equation*}
y=e^{i \phi(x)} \tag{2.3}
\end{equation*}
$$

thus transforming it into

$$
\begin{equation*}
-\phi^{\prime 2}+i \phi^{\prime \prime}+f(x)=0 \tag{2.4}
\end{equation*}
$$

which is a Ricatti equation for $\phi^{\prime}$. A standard approach to find approximate solutions to it is to use an iterative method. Let us write Eq. (2.4) in the form

$$
\begin{equation*}
\phi_{n+1}^{\prime 2}=f+i \phi_{n}^{\prime \prime}, \quad n=0,1,2, \ldots \tag{2.5}
\end{equation*}
$$

where $\phi_{n}^{\prime \prime}$ is assumed to be small in relation to the other quantities. The iterative process is started with the initial value

$$
\begin{equation*}
\phi_{0}^{\prime \prime}(x)=0 . \tag{2.6}
\end{equation*}
$$

It is profitable at this stage to compute the first four terms in this iteration. These lead to, after integration,

$$
\begin{equation*}
\phi_{4}(x)= \pm T_{1}+T_{2} \pm T_{3}+T_{4} \tag{2.7}
\end{equation*}
$$

where

$$
\begin{align*}
& T_{1}=\int_{a}^{x} f^{1 / 2} d t, \quad T_{2}=\frac{i}{4} \ln f \\
& T_{3}=\int_{a}^{x}\left\{\frac{5}{32} f^{\prime 2} f^{-5 / 2}-\frac{1}{8} f^{\prime \prime} f^{-3 / 2}\right\} d t \tag{2.8}
\end{align*}
$$

$$
T_{4}=i\left\{\frac{5}{64} f^{\prime 2}-\frac{1}{16} f^{\prime \prime} f^{-2}\right\} .
$$

For future reference, let us denote this method by (AM). In the literature however, the (AM) method is seldom used to calculate terms beyond the first order. The tendency is to use the method of formal asymptotic series expansion (FE), for example. This might be attributed to the fact that it leads to explicit results (Bender and Orszag, ${ }^{3}$ p. 487), unlike the (AM) method where more care is required in the order of terms to be retained in the expansion involved, as well as in their signs.

## III. THE WKBJ APPROXIMATION

In this section the standard form (SF) for the generalized WKBJ approximation is derived. If $y_{1}$ and $y_{2}$ are two linearly independent solutions to (2.1) then its general solution $y^{*}$ is known to be

$$
\begin{equation*}
y^{*}(x)=A y_{1}+B y_{2} \tag{3.1}
\end{equation*}
$$

where

$$
\begin{equation*}
y_{2}(x)=y_{1}(x) \int_{a}^{x} y_{1}^{-2} d t . \tag{3.2}
\end{equation*}
$$

On choosing $y_{1}$ to be of the form

$$
\begin{equation*}
y_{1}(x)=g(x)^{-1 / 2}, \quad g \neq 0 \tag{3.3}
\end{equation*}
$$

Eqs. (3.1) and (3.2) lead to

$$
\begin{equation*}
y^{*}(x)=A g(x)^{-1 / 2}+B g(x)^{-1 / 2} \int_{a}^{x} g(t) d t, \quad g \neq 0 \tag{3.4}
\end{equation*}
$$

Now as $y_{1}$ is a solution to (2.1), Eqs. (2.1) and (3.3) lead to

$$
\begin{equation*}
f(x)=\frac{1}{2} g^{\prime \prime} g^{-1}-\frac{3}{4} g^{2} g^{-2}, \quad g \neq 0 \tag{3.5}
\end{equation*}
$$

This equation cannot be solved exactly for $g(x)$, except for very special choices of $f(x)$. On the other hand once $g(x)$ is prescribed, both $f(x)$ and the general solution to (2.1) are completely determined. It is this latter case that is utilized as a basis for the subsequent part of this work.

Let us take $g(x)$ to be of the form

$$
\begin{equation*}
g(x)=\phi^{\prime} e^{2 i \phi} \tag{3.6}
\end{equation*}
$$

where $\phi(x)$ is an arbitrary function of $x$. This is a very convenient representation for $g(x)$ as an integrand. Now substituting for it into Eq. (3.4) leads to

$$
\begin{equation*}
y^{*}(x)=\phi^{-1 / 2}\left[A e^{-i \phi}+B e^{i \phi}\right] \tag{3.7}
\end{equation*}
$$

as the general solution to Eq. (2.1). Another motive for the choice of the form (3.6) for $g(x)$ is the fact that when $\phi=k x$, Eq. (3.7) reduces to (2.2) in which case it is an exact solution to (2.1), with $\dot{f}(x)=k^{2}$ from (3.5) and (3.6).

From Eqs. (3.5) and (3.6) one may write

$$
\begin{equation*}
\phi^{\prime 2}-f(x)=\frac{3}{4} \phi^{\prime \prime 2} \phi^{\prime-2}-\frac{1}{2} \phi^{\prime \prime \prime} \phi^{\prime-1} . \tag{3.8}
\end{equation*}
$$

This equation may now be solved by the iterative process where $\phi^{\prime \prime}$ and $\phi^{\prime \prime \prime}$ are assumed to be small in comparison to the other quantities, which they will be for a slowly varying $\phi^{\prime}$. Thus as initial values of the iteration one may take

$$
\begin{equation*}
\phi_{0}^{\prime \prime}=\phi_{0}^{\prime \prime \prime}=0, \quad \phi_{0}^{\prime} \neq 0 \tag{3.9}
\end{equation*}
$$

so that, on retaining the positive sign only, Eq. (3.8) leads to

$$
\begin{equation*}
\phi^{\prime}(x)=\phi_{1}^{\prime}=f^{1 / 2} \tag{3.10}
\end{equation*}
$$

To pursue this iteration let us write Eq. (3.8) in the form

$$
\begin{align*}
\phi_{n+1}^{\prime 2}= & f(x)+\frac{3}{4} \phi_{n}^{\prime \prime 2} \phi_{n}^{\prime-2} \\
& -\frac{1}{2} \phi_{n}^{\prime \prime \prime} \phi_{n}^{\prime-1}, \quad n=0,1,2, \ldots . \tag{3.11}
\end{align*}
$$

The second term in this iteration is then found to be

$$
\begin{equation*}
\phi_{2}^{\prime}(x)=f^{1 / 2}\left[1+\frac{5}{32} f^{\prime 2} f^{-3}-\frac{1}{8} f^{\prime \prime} f^{-2}\right], \tag{3.12}
\end{equation*}
$$

or on integration one gets

$$
\begin{equation*}
\phi_{2}(x)=T_{1}+T_{3} . \tag{3.13}
\end{equation*}
$$

Equations (3.7) and (3.13) lead to

$$
\begin{equation*}
Y^{*}(x)=\phi_{2}^{\prime-1 / 2}\left[A e^{-i \phi_{2}}+B e^{i \phi_{2}}\right] \tag{3.14}
\end{equation*}
$$

as the general solution to Eq. (2.1). This emphasizes the fact that (3.7) represents the general solution of (2.1) for all orders, apart from the order of approximation of $\phi$. It thus forms a standard form (SF) for the generalized WKBJ approximation of exact approximate solutions to Eq. (2.1).

## IV. COMPARISON OF THE RESULTS

Let us compare the results of the previous section, the (SF) method, with those of the (AM) and (FE) methods. To do so it is beneficial to quote the results for the formal expansion (FE) method in Bender and Orszag ${ }^{3}$ (p. 486), rewriting them in a slightly modified form to suit the present notation. Thus the function $\phi(x)$ in Eq. (2.3) is expressed in the form

$$
\begin{equation*}
\phi(x)=\sum_{n=1}^{\infty} \epsilon^{n-1} S_{n}(x) . \tag{4.1}
\end{equation*}
$$

The first four terms in this expansion are

$$
\begin{equation*}
S_{1}= \pm T_{1}, \quad S_{2}=T_{2}, \quad S_{3}= \pm T_{3}, \quad S_{4}=T_{4} \tag{4.2}
\end{equation*}
$$

Now since $\epsilon$ is a parameter, on taking it to be unity, one finds the expressions (2.7) and (4.1), for $\phi$, to be identical up to the fourth order. This shows full agreement between the results obtained by the (AM) and (FE) methods up to the order taken.

Considering next Eqs. (2.3), (4.1), and (4.2) one may write

$$
\begin{equation*}
Y^{*}(x)=e^{i\left(T_{2}+T_{4}\right)}\left[A e^{-i\left(T_{1}+T_{3}\right)}+B e^{i\left(T_{1}+T_{3}\right)}\right] \tag{4.3}
\end{equation*}
$$

Comparison of the terms in square brackets in Eqs. (3.14) and (4.3), after substituting from (3.13), shows that they are identical. It remains to consider the other terms. On expanding the expresions below, appearing in (3.14) and (4.3), respectively, one finds

$$
\begin{equation*}
\phi_{2}^{\prime-1 / 2}=e^{i\left(T_{2}+T_{4}\right)}=f^{-1 / 4}\left[1+\frac{1}{16} f^{\prime \prime} f^{-2}-\frac{5}{64} f^{\prime 2}\right], \tag{4.4}
\end{equation*}
$$

to the same order. Substituting from (4.4) into (3.14) and (4.3), one finds that the two results are equivalent. This proves the equivalence of the three methods, (AM), (FE), and (SF), the only difference being that the present method (SF) has the privilege of leading in the order of iteration in the sense that the second-order result of the (SF) method is the same as the fourth-order result of the (AM) and (FE) methods.

## V. CONCLUDING REMARKS

The WKBJ method, despite its evident utility, suffers from lack of completeness regarding the convergence of the series solution (Kesarwani and Varshni ${ }^{9}$ ), and that these solutions fail at the turning points (Heading ${ }^{5}$ ), but still in many cases where exact solutions are not possible they are very valuable. Here one hopes that the present method (SF) might close this gap by accelerating convergence, and thus reduce calculations necessary to obtain higher-order approximations. It is also expected that the iteration scheme will converge more rapidly since it is started with a more accurate representation of the exact solution. The method has also the merit of obtaining higher approximations in a simple and direct manner and leads to explicit, linearly independent solutions unified in a single equation. It has also been demonstrated that the solutions it gives agree with those obtained by other established methods, except for the fact that it is leading in the order of iteration.

It is necessary here to throw light on some of the drawbacks of the present method. It is seen that in order to identify a more accurate representation of the solution, one must still work out the first few terms in the simpler (AM) iteration scheme. Another drawback of the method is that, since the iteration proceeds twice as fast as in the simpler (AM) method, each stage requires more differentiability on $f$ than in the simple scheme. Despite these criticisms, the substitution (3.6) does provide a rather neat method.

Finally, one must be encouraged by the attempts that have been made more recently by Taylor ${ }^{10}$ to assess the degree of accuracy of the WKBJ method for solutions of Eq. (2.1), where the function $f(x)$ is real and twice continuously differentiable and does not vanish.
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#### Abstract

It is shown that the indefinite metric structures of degenerate systems as given by Strocchi and Wightman [F. Strocchi and A. S. Wightman, J. Math. Phys. 15, 2198 (1974); 17, 1930 (1976)] arise in a natural fashion from the algebraic structure of such systems, where the latter has been developed in a $C^{*}$-context by Grundling and Hurst [H. B. G. S Grundling and C. A. Hurst, Commun. Math. Phys. 98, 369 (1985)]. Auxiliary concepts like gauge equivalence are examined, and the preceding general theory is specialized to the situation of linear boson fields with linear Hermitian constraints. Two examples of this situation are given-a one-dimensional scalar boson in a periodic universe and Landau gauge electromagnetism.


## I. INTRODUCTION

The central problem that we address is the following: indefinite metric space methods are only employed in the analysis of degenerate systems. Qualitatively this is because degenerate systems contain nonphysical objects, and this creates the freedom to define nonstandard structures on such objects, if convenience dictates. Now the general algebraic structure of degenerate systems has been developed in Ref. 1, and the indefinite metric space structures necessary for gauge theories has been developed in Refs. 2-4. The question therefore arises what the connection is between these two, if any.

In early physical models it was found that nonpositive definite canonical commutation relations naturally lead to an indefinite inner product for the Fock representation. For electromagnetism, the Gupta-Bleuler approach, which is local and covariant, uses an indefinite inner product space (IIP space), while other approaches, e.g., the Coulomb gauge, represented on a Hibert space, are nonlocal and noncovariant. It would therefore appear that while the physical theory of electromagnetism can be represented on a Hilbert space, the physics is expressed in a more convenient form when represented on an IIP space. ${ }^{2,5}$

More recently, in the framework of the Wightman formulation of field theory, Strocchi ${ }^{3}$ showed that all theories with local gauge transformations of the second kind (e.g., Yang-Mills field) must be represented on an IIP space for those transformations to be nontrivially represented. The fact that these gauge theories have such physical desirable properties such as confinement, infrared singularities, etc., ${ }^{4}$ leads one to regard the mathematical structures involved with IIP representations more seriously.

The most important gauge theories-electromagnetism, Yang-Mills, gravitation-are all degenerate theories in the sense of Dirac, i.e., the Hessian of the Lagrangian vanishes, hence constraints or supplementary conditions appear in these theories. ${ }^{6}$ This means that there are nonphysical objects present in these theories, which is the situation in IIP representations. By a "degenerate theory," here we will mean simply a theory containing a degree of freedom that has no physical counterpart, so that in this situation the task of the physicist is to extract the physical subtheory. Such a
physical subtheory should have the usual structure of a regular theory. There may be several different methods for obtaining the same physical subtheory, and our aim here is in showing the relation between two such methods, viz., the adaptation of the Strocchi-Wightman approach ${ }^{2}$ to $C^{*}$-algebras, and the method developed in Ref. 1.

The structure of IIP theories has been extensively treated in the Wightman formalism by various authors, ${ }^{2,4,7}$ and the algebraic aspects of these theories-still in the Wightman formalism-were considered in Ref. 8. The path integral approach was developed for IIP theories in Ref. 9. A construction similar to the Fock-Cook construction was developed by Mintchev ${ }^{10}$ to obtain a Fock-type representation with IIP. Dadashyan and Khoruzhii ${ }^{11}$ developed the quasilocal theory for IIP theories in the Wightman formalism. These authors also started a more general study of unbounded operator algebras on IIP spaces, a subject further developed by Jakobczyk in Ref. 12. The theory of IIP spaces is well presented in the book by Bognar. ${ }^{13}$ To the best of our knowledge, there is only one study of IIP representations from the purely algebraic field theoretic point of view, and that is a recent publication by Jakobczyk. ${ }^{14}$ A publication by Araki ${ }^{15}$ considers the specific problem of group representations on an IIP space with additional structure, such as is found in the situation of Gupta-Bleuler electromagnetism, and this theory would become applicable to algebraic field theory, once the latter has been fully developed in the IIP context.

In practice, degenerate systems are always characterized by supplementary conditions that may be ad hoc, or be canonical constraints in the sense of Dirac, ${ }^{6}$ or be the generators of nonphysical transformations. The imposition of the supplementary conditions is meant to select the physical theory, and one may enquire into the abstract algebraic process that results from this requirement. ${ }^{1}$

Quantized systems consist of an algebra of operators acting on a Hilbert space (or rigged Hilbert space), hence there are two ways of imposing supplementary conditions, i.e., first via conditions on the operators, called algebraic conditions, and second via conditions on the state vectors, called state conditions. These are written as $A=0$ and $A|\psi\rangle=0$, respectively. In order to avoid the complications associated with unbounded operators, we consider hence-
forth instead the object $U_{\lambda}:=\exp (i \lambda A)$, and write the conditions as $U_{\lambda}=1$ and $U_{\lambda}|\psi\rangle=|\psi\rangle$, respectively. If $A$ is Hermitian, $U_{\lambda}$ is unitary, and hence it may be possible to define abstract elements in a $C^{*}$-algebra corresponding to these, e.g., in Segal's method for the algebraic quantization of linear fields. ${ }^{16}$ If $A$ is non-Hermitian but $A^{*}$ satisfy the same conditions as $A$, the unitary groups can be defined in terms of the Hermitian combinations $A+A^{*}$ and $i\left(A-A^{*}\right)$. When $A$ is non-Hermitian and $A^{*}$ does not satisfy the same conditions as $A$, the Hermitian product $A^{*} A$ can be used to generate the unitary group $U_{\lambda}$, but in linear field theories ${ }^{16}$ it may not be possible to define an element in the abstract algebra corresponding to $\exp (i \lambda A * A)$, and so difficulties may arise. In the sections to follow, we assume that the $U_{\lambda}$ has been defined as an element of the field algebra.

## II. BASIC STRUCTURE OF DEGENERATE SYSTEMS

In this section we collect the basic algebraic structures associated with systems with state conditions, as developed in Refs. 1 and 17, which is where the interested reader can find the proofs of the statements below. As in Ref. 18 assume the following.

Assumption 2.1: All physical information of a specified system is contained in the pair $\mathscr{F}, \mathfrak{S}$, where the unital $C^{*}$ algebra $\mathscr{F}$ is the field algebra, and $\subseteq$ is its set of states.

Assumption 2.2: There are two specified families of oneparameter groups $\left\{U_{i}(\lambda) \mid \lambda \in \mathbb{R}, i \in I\right\}$ and $\left\{V_{i}(\lambda) \mid \lambda \in \mathbb{R}, i \in J\right\}$ in $\mathscr{F}$, called state and algebraic conditions, respectively, where the index sets $I, J$ need not be finite. All physical information is contained in $\mathscr{F}$ and the set of Dirac states defined by

$$
\mathfrak{S}_{D}:=\left\{\omega \in \subseteq \mid\left\langle\omega \mid U_{i}(\lambda)\right\rangle=1 \quad \forall i, \lambda\right\}
$$

Then $\omega \in \mathfrak{S}_{D}$ iff $\left\langle\omega \mid A U_{i}(\lambda)\right\rangle=\langle\omega \mid A\rangle=\langle\omega| U_{i}(\lambda A\rangle \quad \forall i$, $\lambda, \forall A \in \mathscr{F}$, or in terms of $L_{i}(\lambda):=U_{i}(\lambda)-1: \omega \in \mathbb{S}_{D}$ iff $\left\{L_{i}(\lambda)\right\} \subset \operatorname{Ker} \omega$ iff $\mathscr{F}\left\{L_{i}(\lambda)\right\} \cup\left\{L_{i}(\lambda)\right\} \mathscr{F} \subset \operatorname{Ker} \omega$.

Theorem 2.3: Let $\mathscr{A}(L)$ be the $C^{*}$-algebra generated by $\left\{L_{i}(\lambda)\right\}$. Then $\omega \in \mathbb{S}_{D}$ iff $\mathscr{A}(L) \subset \operatorname{Ker} \omega$ iff $[\mathscr{A}(L) \mathscr{F}$ $\cup \mathscr{F} \mathscr{A}(L)] \subset$ Ker $\omega$, where [ $\cdot$ ] denotes the closed linear space generated by its argument.

Theorem 2.4: $\quad \mathfrak{S}_{D} \neq \varnothing$ iff $1 \oplus \mathscr{A}(L)$ iff $1 \oplus[\mathscr{A}(L) \mathscr{F}$ $\cup \mathscr{F} \mathscr{A}(L)]$, and in this case $\Im_{D}$ contains pure states.

So our nontriviality assumption is the following.
Assumption 2.5: Henceforth assume $1 \notin \mathscr{A}(L)$.
For any set $\Omega \subset \mathscr{F}$, define

$$
\mathscr{M}_{\mathscr{F}}(\Omega):=\{F \in \mathscr{F} \mid F M \in \Omega \ni M F \forall M \in \Omega\}
$$

hence if $\Omega$ is a $C^{*}$-algebra, then $\mathscr{H}_{\mathscr{F}}(\Omega)$ is the largest $C^{*}$ algebra in $\mathscr{F}$ for which $\Omega$ is a two-sided ideal.

Theorem 2.6: Let $\mathscr{N}:=[\mathscr{F} \mathscr{A}(L)], \mathscr{D}:=\mathscr{N} \cap \mathscr{N}^{*}$, then $\mathscr{D}$ is the largest $C^{*}$-algebra annihilated by all the Dirac states, i.e., $\mathscr{D}$ is the unique maximal $C^{*}$-algebra in $\mathscr{K}:=\cap\left\{\operatorname{Ker} \omega \mid \omega \in \mathbb{S}_{D}\right\}$.

Theorem 2.7: $\mathcal{O}:=\{F \in \mathscr{F} \mid \quad[F, H] \in \mathscr{D} \quad \forall H \in \mathscr{D}\}$ $=\mathscr{M}_{\mathscr{F}}(\mathscr{D})$. Then $1 \notin \mathscr{D}$, and $\mathscr{D}$ is a proper two-sided ideal for $\mathscr{O}$. In Ref. 6, Dirac defines his observables as "first-class variables" in an analogous way to the way that $\mathcal{O}$ is here defined. The observables in quantum theories are traditionally taken to be $\mathscr{A}(L)^{\prime}$.

Define $\mathscr{S}$ to be the largest set such that $\mathscr{A}(L) \mathscr{S}$ $\subset[\mathscr{F} \mathscr{A}(L)]$. Then $1 \in \mathscr{A}(L)^{\prime} \subset \mathscr{S} \cap \mathscr{S}^{*}$.

Theorem 2.8: $\mathscr{D}=\overline{\mathscr{S}^{*} \mathscr{A}(L) \mathscr{S}}$ and $\mathscr{O}=\mathscr{S} \cap \mathscr{S}^{*}$. Hence $\mathscr{A}(L)^{\prime} \subset \mathscr{O}$, and so we could choose $\mathscr{O}$ even as the set of observable quantities. $\mathscr{O}$ can be considered to be the largest $C^{*}$-algebra on which we can impose the constraints. Define the maximal $C^{*}$-algebra of physical observables as

$$
\mathscr{R}:=\mathscr{O} / \mathscr{D}
$$

The factoring procedure is the actual step of imposing the constraints. Now it is possible that $\mathscr{R}$ may not be simple, and this would not be acceptable for a physical algebra. So, using physical arguments, one would in practice choose a $C *$-subalgebra $\mathscr{O}_{c} \subseteq \mathscr{O}$ containing $\mathscr{A}(L)$ ' such that

$$
\mathscr{R}_{c}:=\mathscr{O}_{c} /\left(\mathscr{D} \cap \mathscr{O}_{c}\right) \subset \mathscr{R}
$$

is simple, and then $\mathscr{R}_{c}$ is the right physical algebra. The distinction between $\mathscr{O}$ and $\mathscr{O}_{c}$ was not made in Ref. 1. The procedure of obtaining the objects above is called the $T$ procedure.

Theorem 2.9: $\omega \in \mathfrak{S}_{D}$ iff $\pi_{\omega}(\mathscr{D}) \Omega_{\omega}=0$, where $\pi_{\omega}$ and $\Omega_{\omega}$ are the Gel'fand-Naimark-Segal (GNS) representation of $\omega$ and its cyclic vector, respectively.

This corresponds to the heuristic $\chi|\psi\rangle=0$ method for imposing constraints. Define

$$
\Upsilon:=\{\alpha \in \mathrm{Aut} \mathscr{F} \mid \mathscr{D}=\alpha[\mathscr{D}]\}
$$

then since $\mathscr{O}=\mathscr{M}_{\mathscr{F}}(\mathscr{D}), \alpha$ also preserves $\mathscr{O}$ and so defines canonically an automorphism $\alpha^{\prime}$ on $\mathscr{R}$. Define the group homomorphism $T: \Upsilon \rightarrow$ Aut $\mathscr{R}$ by $T(\alpha)=\alpha^{\prime}$, then we expect Ker $T$ to consist of gauge transformations.

Theorem 2.10: Ker $T=\{\alpha \in$ Aut $\mathscr{F} \mid\langle\omega \mid[A] F\rangle$ $=\langle\omega \mid A F\rangle \forall A, F \in \mathbb{G}$ and $\left.\forall \omega \in \mathbb{S}_{D}\right\} \subset \Upsilon$.

Theorem 2.11: $\alpha \in \operatorname{Inn} \mathscr{F} \cap \Upsilon \Rightarrow \alpha^{\prime} \in \operatorname{Inn} \mathscr{R}$. The physical admissible automorphisms of $\mathscr{F}$ denoted by $\Upsilon_{c}$ are those which are definable on $\mathscr{R}_{c}$, i.e., $\alpha\left(\mathscr{O}_{c}\right)=\mathscr{O}_{c}$, and $\alpha\left(\mathscr{D}_{c}\right) \subseteq \mathscr{D}_{c}:=\mathscr{D} \cap \mathscr{O}_{c}$. Clearly, if $\alpha \in \Upsilon$, it is sufficient that it satisfies $\alpha\left(\mathscr{O}_{c}\right) \subseteq \mathscr{O}_{c}$ for it to be physically admissible. Similarly to $T$, we define the group homomorphism $T_{c}$ : $\Upsilon_{c} \mapsto \mathrm{Aut} \mathscr{R}_{c}$, and then in this context the gauge transformations will be Ker $T_{c}$. The proof of Theorem 2.10 which was given before ${ }^{1}$ easily adapts to the new situation to give the statement:
$\alpha \in \operatorname{Ker} T_{c} \Rightarrow\langle\omega \mid \alpha[A] F\rangle=\langle\omega \mid A F\rangle$

$$
\forall A, F \in \mathcal{O}_{c} \text { and } \forall \omega \in \mathbb{S}_{D}
$$

This will be used later.
The construction above has been shown to lead to results isomorphic to the usual Hilbert space method of imposing supplementary conditions, and moreover that it can fulfill reasonable physical requirements. ${ }^{17}$ Moreover, Dirac electromagnetism has been developed as an example of a model which possesses the structure of the general theory above. ${ }^{1,17}$

Next consider the algebraic conditions $\left\{V_{i}(\lambda)\right\}$. Define $N_{i}(\lambda):=V_{i}(\lambda)-1$. It is hard to find an abstract interpretation of the heuristic condition $N_{i}(\lambda)=0$. We interpreted it previously ${ }^{17}$ to mean either that by construction of $\mathscr{F}$ the abstract object that would have corresponded to $N_{i}(\lambda)$ is identically zero (cf. Ref. 19 for an example of this ap-
proach ), or to mean that there is some $*$-homomorphism $\Gamma$ : $\mathscr{P} \subset \mathscr{F} \mapsto \mathscr{R}_{a}$ onto, with $\left\{N_{i}(\lambda)\right\} \subset$ Ker $\Gamma$. Clearly in this case $\mathscr{R}_{a}=\mathscr{P} / \mathrm{Ker} \Gamma$. Now if $\Gamma$ is not the $T$ procedure above, there are ordering problems in systems where both types of constraints need to be imposed, and so the natural conclusion is that the two best options for dealing with algebraic conditions are (i) construct $\mathscr{F}$ in such a way that the objects in it which correspond to the heuristic constraints are identically zero, or (ii) treat all constraints on the same footing, i.e., impose them according to the $T$ procedure.

## III. SYSTEMS WITH INDEFINITE INNER PRODUCT REPRESENTATIONS

In order to set up the problem of IIP theories, one needs to decide whether the problem is abstract algebraic or representational or both. To this end, consider a typical situation in which the problem arises. In Manuceau's version ${ }^{20}$ of Se gal's method of algebraic quantization, ${ }^{16}$ we start from a manifold which is usually a space of test functions, denoted $M$, and with a nondegenerate symplectic form $B(\cdot, \cdot)$ on $M$. Then with the method given in Ref. 20 one constructs the $C^{*}$-algebra of the canonical commutation relations (CCR's), $\overline{\Delta(M, B)}$, and this can be taken as the field algebra for the theory. In some approaches, e.g., Ref. 21, $B(\cdot, \cdot)$ is the right-hand side of the smeared CCR's, while in other approaches, ${ }^{16}$ it is more indirectly derived from this. Thus the non-positive-definiteness of the CCR's, which is the source of the IIP, in some cases may be reflected in the algebraic structure of the theory. However, in general, it is not clear that this should be the case, for the following reasons. In the process of constructing a Fock representation for the theory, the test function space $M$ is given an inner product so that it becomes a Hilbert space $\mathscr{H}$. The Fock-Cook construction then creates the Fock-Hilbert space $\mathscr{F}(\mathscr{H})$ from $\mathscr{H}$ as the representation space. If $M$ is given an IIP so that $\mathscr{H}$ is just an IIP space, then by Mintchev's construction ${ }^{10}$ $\mathscr{F}(\mathscr{H})$ is also an IIP space. Conversely, given an inner product on $\mathscr{H}, B(\cdot, \cdot)$ is the imaginary part of it, and this is antisymmetric. The positive-definiteness of an inner product is a property pertaining purely to its real part. However, only its imaginary part $B(\cdot, \cdot)$ enters the algebraic structure of the theory. There is a connection between $B(\cdot, \cdot)$ and the real part of the inner product $\langle\cdot, \cdot\rangle$ of $\mathscr{H}$, given by the complex structure $J$ defined by

$$
\begin{aligned}
& J \text { is a real operator on } M \text { satisfying } J^{2}=-1 ; \\
& B(z, J z)=0 \text { iff } z=0 ; \\
& B\left(J z, J z^{\prime}\right)=B\left(z, z^{\prime}\right) \quad \forall z, z^{\prime} \in M
\end{aligned}
$$

Then $J$ defines an inner product on $M$ by $\left\langle z \mid z^{\prime}\right\rangle$ $:=B\left(z, J z^{\prime}\right)+i B\left(z, z^{\prime}\right)$. For quadratic Hamiltonians, this complex structure was extensively examined by Broadbridge, ${ }^{22}$ who found that in the positive-definite case, there is a unique complex structure for each dynamic action $C(t)$ on $M$ which renders $C(t)$ unitarily implementable in the resultant Hilbert space. He found, however, that if the complex structure induces an IIP, then its existence is highly nonunique for each $C(t)$. Hence for each $B(\cdot, \cdot)$ we can define within physical acceptability a wide variety of IIP's. (This again expresses the arbitrariness of structures that include non-
physical objects.) Thus the connection between the algebraic structure of $\overline{\Delta(M, B)}$ and the positive-definiteness of the metric becomes quite vague. Moreover some important gauge theories, e.g., the Yang-Mills field, have not as yet been cast into a $C^{*}$-algebra formulation due to the nonlinearities involved. Therefore it does not seem wise to put too many restrictions on the form of the field algebra on the basis of analogy with present theories. For these reasons, while we are aware that IIP theories may have a slightly different structure in their field algebras, we intend to examine the problem of IIP theories as a purely representational problem, i.e., the problem of the representation of some specified field algebra on a IIP space.

Algebraic field theory is based on the axiom that all physical information of a system is contained in a pair as in Assumption 2.1. If a theory contains nonphysical quantities, we need not necessarily start from such a pair $\{\mathscr{F}, \mathfrak{S}\}$, as long as the final theory constructed from the degenerate theory satisfies the axiom. The axiom is justified by Hilbert space quantum mechanics, as a $C^{*}$-algebra is the abstract version of closed *-algebras of bounded operators on a Hilbert space, and the states can be thought of as expectation values of the observables of the algebra. So in facing an algebra of operators on an IIP space, one may legitimately doubt whether this axiom will still be justified. If we reject the axiom for the total degenerate theory, but still adhere to it for the physical subtheory, the question will arise as to what abstract type of algebra one should take for the field algebra, and here one is faced with the fact that the theory of operator algebras on IIP space is still very rudimentary. ${ }^{11,12}$ There are not many hints forthcoming from physics either, due to the presence of nonphysical entities in the theory. We leave the development of these algebras to the mathematicians of the future. In what follows we follow the easier alternative of accepting the structure of Sec. II and the axiom that all physical information is contained in it.

Now having decided to approach the problem as representational, i.e, some unital $C^{*}$-algebra $\mathscr{F}$, taken as the field algebra, is represented on an IIP space ${ }^{12} \mathscr{H}$, there are two possible problems to consider.
(i) Given a positive subspace $\mathscr{H}^{\prime}$ as the physical subspace (e.g., selected by imposition of a supplementary condition), what algebraic structure does this imply for $\mathscr{F}$ ?
(ii) Given the algebraic structure of a degenerate system in $\mathscr{F}$ (as summarized in Sec. II), how do we obtain IIP representations possessing the structure set out in Ref. 2? (Cf. Definitions 3.3 and 3.6 below.)

In the following we will first consider (ii) in detail before returning to (i).

Only ordinary Hilbert space representations can arise via GNS construction from the states $\omega \in \mathbb{S}$, so in order to obtain IIP representations we assume the following.

Assumption 3.1: Given a $C^{*}$-algebra $\mathscr{F}$ as a field algebra with its set of states $\mathfrak{S}$, all physical information is contained in $\{\mathscr{F}, \subseteq\}$. There may also exist some nonpositive functional $f \in \mathscr{F} *$ which can contain the physical information with $\mathscr{F}$ (and may more conveniently express it). There exists a set of constraints $\left\{U_{i}(\lambda)\right\}$, and for all physical states $\omega$ we must have $\left\langle\omega \mid U_{i}(\lambda)\right\rangle=1$.

The last sentence expresses the fact that $\mathscr{F}$ is a degenerate system, and from this assumption the theory presented in Sec. II will be applicable, i.e., there is the structure:

$$
\begin{aligned}
& \left\{L_{i}(\lambda)\right\} \subset \mathscr{A}(L) \subset \mathscr{D} \subset \mathscr{O} \subset \mathscr{F}, \mathscr{S}_{D},\{\mathscr{R}, \mathscr{S}(\mathscr{R})\} \\
& \quad \mathscr{R}_{c}:=\mathscr{O}_{c} / \mathscr{D}_{c}
\end{aligned}
$$

is simple. Henceforth such a structure will be called a $C^{*}$ degenerate system. A $C^{*}$-degenerate system may be denoted simply by $\mathscr{D} \subset \mathscr{F}$ and $\mathscr{O}_{c}$. Henceforth we only use the ideal structure $\mathscr{D}_{c} \triangleleft \mathscr{O}_{c}$, and the simplicity of $\mathscr{R}_{c}$, and so omit the subscript $c$.

Lemma 3.2: Given a linear space $X$ with a degenerate nonnegative inner product $(\cdot, \cdot)$ on it, any bounded operator $A$ with adjoint $A^{*}$ maps $X_{0}:=\{x \in X \mid(x, x)=0\}$ into itself. Hence the definition of $A \bmod X_{0}$ on $X / X_{0}$ makes sense.

This is easily seen via the equation

$$
\begin{aligned}
|(A x, A x)|^{2}= & \left|\left(x, A^{*} A x\right)\right|^{2} \leqslant(x, x)(B x, B x)=0 \\
& \text { for } x \in X_{0}, A \in \mathscr{B}(X), B:=A^{*} A
\end{aligned}
$$

Now we adapt some of the structures developed by Strocchi and Wightman ${ }^{2-4}$ in the Wightman formalism to $C^{*}$-degenerate systems. In what follows we will not address the problem of the representation of $C^{*}$-algebras as operators on IIP spaces directly; this has been done in detail in Ref. 12 for general *-algebras with norm.

Definition 3.3: A pre-Strocchi-Wightman structure, denoted PSW structure, consists of an IIP space $\{\mathscr{H},(\cdot, \cdot)\}$, a unital $C^{*}$-algebra (the field algebra) $\mathscr{F}_{\mathscr{H}} \subset \mathscr{L}(\mathscr{H})$ within which is specified a $C^{*}$-degenerate system $\mathscr{D}_{\mathscr{H}} \triangleleft \mathscr{O}_{\mathscr{H}}$ $\subset \mathscr{F}_{\mathscr{H}}$ such that there exists a positive semidefinite subspace $\mathscr{H}^{\prime} \subset \mathscr{H}$ and a cyclic vector $\Phi_{0} \in \mathscr{H}^{\prime}, \bar{F} \mathscr{F}_{0}=\mathscr{H}$ (closure only if a topology is specified on $\mathscr{H}$ ) satisfying (i) $\mathcal{O}_{\mathscr{H}} \mathscr{H}^{\prime} \subset \mathscr{H}^{\prime}$, and (ii) $\mathscr{D}_{\mathscr{H}} \mathscr{H}^{\prime} \subset \mathscr{H}^{\prime \prime}$, where $\mathscr{H}^{\prime \prime}$ is the neutral space of $\mathscr{H}^{\prime}$ with respect to $(\cdot, \cdot)$. The physical Hilbert space is defined as $\mathscr{H}_{\text {phys }}:=\overline{\mathscr{H}^{1} / \mathscr{H}^{n}}$. Then by Lemma 3.2 the definition of $\left(A \mid \mathscr{H}^{\prime}\right) \bmod \mathscr{H}^{\prime \prime}$ makes sense for all $A \in \mathscr{O}_{\mathscr{F}}$. Then the unique closure of this operator defines an operator on $\mathscr{H}_{\text {phys }}$, and the physical algebra is defined as $\mathscr{R}_{\text {phys }}:=\overline{\left(\mathscr{O}_{\mathscr{H}} \mid \mathscr{H}^{\prime}\right) \bmod \mathscr{H}^{\prime \prime}}$.

In order of decreasing generality, $\mathscr{H}$ can be chosen to be (i) a general IIP space; (ii) a Hilbert space with an inner product $\langle\cdot \mid \cdot\rangle$, connected to $(\cdot, \cdot)$ by a bounded linear Hermitian operator $G$, called a Gram operator, such that $(A, B)=\langle A \mid G B\rangle \forall A, B \in \mathscr{H}$ [then $(\cdot, \cdot)$ is jointly continuous in the Hilbert space topology and $\mathscr{H}$ is decomposable ${ }^{13}$ ]; and (iii) a Krein space, i.e., $G$ is completely invertible. Then $G^{2}=1$, and the components of $\mathscr{H}$ in any fundamental decomposition are intrinsically complete.

Other choices of $\mathscr{H}$ are possible, but we concentrate on these as the more interesting ones. In what follows, the prefixes general, Hilbert, and Krein will be used to indicate the nature of $\mathscr{H}$ in the PSW structures.

To keep the discussion as general as possible, consider some left $\mathscr{F}$ module $X$ as a way of realizing $\mathscr{F}$ as operators on a space. In addition assume that $X$ has some IIP $(\cdot, \cdot)$ such that $\left(A^{*} x, y\right)=(x, A y) \quad \forall A \in \mathscr{F}, \forall x, y \in X$, and $\exists x_{0} \in X$ such that $\mathscr{F} x_{0}=X$.

Theorem 3.4: The collection of objects $\{X,(\cdot, \cdot), \mathscr{F}$, $\left.\left\{L_{i}(\lambda)\right\}\right\}$ defines a general PSW structure for each $x \in X$ which
satisfies (i) $x_{0} \in \mathcal{O} x$, (ii) $(A x, A x) \geqslant 0 \quad \forall A \in \mathcal{O}$, and (iii) $(D x, D x)=0 \forall D \in \mathscr{D}$. Conversely, given a PSW structure for $\mathscr{F}, \mathscr{H}$ is given as such a left $\mathscr{F}$ module with cyclic element $\Phi_{0}$, and any $\Psi \in \mathscr{H}^{\prime}$ will satisfy (i)-(iii) above. Moreover, the $\mathscr{R}_{\text {phys }}$ derived from any PSW structure is isomorphic to $\mathscr{R}$ (cf. Sec. II), and this means that the PSW structure induces a representation of $\mathscr{R}$. If the set of $x \in X$ satisfying (i)-(iii) is denoted by $\mathscr{I}$, we find that $\mathscr{I} \neq\{0\} \Rightarrow x_{0} \in \mathscr{I}$. The PSW structure associated with $x \in \mathscr{I}$ defines a cyclic representation of $\mathscr{R}_{\text {phys }}$ on $\mathscr{H}_{\text {phys }}$.

Proof: From $\left\{\mathscr{F},\left\{L_{i}(\lambda)\right\}\right\}$ obtain the chain of objects $\left\{L_{i}(\lambda)\right\} \subset \mathscr{A}(L) \subset \mathscr{D} \triangleleft \mathcal{O} \subset \mathscr{F}, \mathscr{R}=\mathscr{O} / \mathscr{D}$ where $\mathscr{R}$ must be simple. Make identifications $\mathscr{H}=X, \quad \Phi_{0}=x_{0}$, $\mathscr{H}^{\prime}=\mathscr{O} x, \mathscr{H}^{\prime \prime}=X_{0} \cap \mathscr{O} x$. Then we find $x_{0} \in \mathcal{O} x$ is cyclic, $\mathscr{O} \mathscr{H}^{\prime}=\mathscr{H}^{\prime}, \mathscr{D} \mathscr{H}^{\prime}=\mathscr{D} \mathscr{O} x \subset \mathscr{D} x \subset \mathscr{H}^{\prime \prime}$ by (iii), i.e., we have a PSW structure and hence $\mathscr{H} \mathcal{p h y s}=\mathscr{O} x /\left(X_{0} \cap \mathscr{O} x\right)$. The converse part follows from 3.3. Now

$$
A \in \mathscr{O} \rightarrow(A \mid \mathscr{O} x) \bmod \left(X_{0} \cap \mathscr{O} x\right)
$$

defines a canonical *-homomorphism of $\mathscr{O}$ onto $\mathscr{R}_{\text {phys }}$. From $\mathscr{D}(\mathscr{O} x) \subset X_{0} \cap \mathscr{O} x$ we see that $\mathscr{D}$ is in the kernel of this homomorphism. As $\mathscr{R}$ is simple, $\mathscr{D}$ is maximal in $\mathscr{O}$, hence the kernel is $\mathscr{D}$, and so $\mathscr{R}_{\text {phys }} \simeq \mathscr{R}$. The representation obtained for $\mathscr{R}$ is

$$
\pi^{\prime}\left(\xi_{A}\right):=\overline{\left(\pi(A) \mid \mathscr{H}^{\prime}\right) \bmod \mathscr{H}^{\prime \prime}} \quad \forall A \in \mathcal{O}
$$

This makes sense because $\pi(\mathscr{D}) \mathscr{H}^{\prime} \subset \mathscr{H}^{n}$. Assume that $\mathscr{I} \neq\{0\}$. Thus $\exists x \neq 0$ such that $x_{0} \in \mathscr{O} x$, i.e., $\exists B \in \mathcal{O}$ such that $x_{0}=B x$. Then

$$
\left(A x_{0}, A x_{0}\right)=(A B x, A B x) \geqslant 0
$$

and

$$
\left(D x_{0}, D x_{0}\right)=(D B x, D B x)=0 \quad \forall A \in \mathscr{O}, D \in \mathscr{D},
$$

since $A B \in \mathscr{O} \quad \forall A \in \mathscr{O}$ and $D B \in \mathscr{D} \quad \forall D \in \mathscr{D}$. By definitions it is easy to see that for an $x \in \mathscr{F}$, the equivalence class of $x$ is a cyclic element for $\mathscr{R}_{\text {phys }}$.

Remark: At no stage do we require that the IIP on $\mathscr{H}^{\prime}$ be nondegenerate, because by the Cauchy-Schwartz inequality, the neutral part of $\mathscr{H}^{\prime}$ is contained in its degenerate part, and hence $\mathscr{H}^{\prime \prime}=\{0\}$ if $(\cdot, \cdot)$ is to be nondegenerate, and this is not desirable.

Corollary 3.5: Let $X$ be a left $\mathscr{F}$ module with cyclic element $x_{0}$, and $\mathscr{F}$ be a $C^{*}$-degenerate system. Moreover, let $X$ be a Hilbert space with inner product $\langle\cdot \mid \cdot\rangle$. Then every pair $\{G, x\}, G \in \mathscr{B}_{h}(X), x \in X$ satisfying
(i) $\left\langle A^{*} y \mid G z\right\rangle=\langle y \mid G A z\rangle \quad \forall y, z \in X, \forall A \in \mathscr{F}$;
(ii) $x_{0} \in \mathscr{O} x$;
(iii) $\langle x \mid G A * A x\rangle \geqslant 0 \quad \forall A \in \mathcal{O}$;
(iv) $\left\langle x \mid G D^{*} D x\right\rangle=0 \quad \forall D \in \mathscr{D}$;
defines a Hilbert PSW structure, and if $G^{2}=1$, it is Krein PSW structure.

Proof: This follows from $(A, B)=\langle A \mid G B\rangle$ and Theorem 3.4.

Let $\mathscr{G}$ be the physical symmetry group of the field algebra, i.e., there is an action $\alpha: \mathscr{G}_{\mapsto} \rightarrow$ Aut $\mathscr{F}_{\mathscr{H}}, \alpha_{\mathscr{G}} \subset \Upsilon_{c}$. [By $\alpha \in$ Aut $\mathscr{F} \not \mathscr{H}$, we mean that $\alpha(\pi(\mathscr{F}))=\pi(\widetilde{\alpha}(\mathscr{F}))$, where $\widetilde{\alpha} \in$ Aut $\mathscr{F}, \mathscr{F}_{\mathscr{F}}=\pi(\mathscr{F})$, and $\pi$ is the IIP representation of $\mathscr{F}$ on $\mathscr{H}$.] Then inspired by Refs. 2-4, we define the following.

Definition 3.6: A strict Strocchi-Wightman structure
(henceforth denoted SW structure) is a PSW structure as in 3.3, such that (i) there is a homomorphism $U: \mathscr{G} \mapsto \mathscr{L}(\mathscr{H})$ for which $U_{e}=I$ and $(\Phi, A \Psi) \mapsto\left(U_{g} \Phi, \alpha_{g}(A) U_{g} \Psi\right)$ $\forall A \in \mathscr{F} \mathscr{\mathscr { H }}, g \in \mathscr{G} ; \Psi, \Phi \in \mathscr{H}$ and $f(g):=\left(\Psi, U_{g} \Phi\right)$ is a continuous function $f: \mathscr{G} \mapsto \mathrm{C} \forall \Phi, \Psi \in \mathscr{H}$; (ii) $U_{g} \mathscr{H}^{\prime} \subset \mathscr{H}^{\prime}$ $\forall g \in \mathscr{G}$; and (iii) $\Phi_{0}$ is the only cyclic vector such that $U_{g} \Phi_{0}=\Phi_{0} \forall g \in \mathscr{G}$.

A weak Strocchi-Wightman structure is defined below. These correspond to what is called a "gauge" in Ref. 3. In the specific case of the Gupta-Bleuler triplet, there are additional structures and results available. ${ }^{15}$ We verify that Definition 3.6 makes sense, i.e., that $U_{g}$ preserves the PSW structure of $\left\{\mathscr{H}, \mathscr{F}_{\mathscr{H}}\right\}$ and does not transform it into a different PSW structure. As $\mathscr{G}$ is a group, $U$ a homomorphism, $U_{g} U_{g^{-1}}=U_{e}=I=U_{g^{-1}} U_{g}$, i.e., $U_{g}^{-1}=U_{g^{-1}}$, hence Ker $U_{g}=\{0\} \quad \forall g \in \mathscr{G}$. Thus $U_{g} \mathscr{H}=\mathscr{H} \quad \forall g$. Now $U_{g} \mathscr{H}^{\prime}$ $\subset \mathscr{H}^{\prime} \Rightarrow U_{g^{-1}}\left(U_{g^{\prime}} \mathscr{H}^{\prime}\right) \subset U_{g^{-1}} \mathscr{H}^{\prime} \Rightarrow \mathscr{H}^{\prime} \subset U_{\mathrm{g}^{-1}} \mathscr{H}^{\prime}$. But $g \in \mathscr{G}$ is arbitrary, hence $U_{\mathrm{g}^{-1}} \mathscr{H}^{\prime} \subset \mathscr{H}^{\prime}$, and so $U_{\mathrm{g}} \mathscr{H}^{\prime}=\mathscr{H}^{\prime} \forall g \in \mathscr{G}$. By (iii), $U_{g} \Phi_{0}=\Phi_{0} \in \mathscr{H}^{\prime}=U_{g} \mathscr{H}^{\prime}$, and this is still cyclic for $\mathscr{F}_{\mathscr{H}}$. Now $\alpha_{g}(\mathcal{O})=\mathcal{O}$, and so

$$
\alpha_{g}(\mathscr{O}) U_{g} \mathscr{H}^{\prime}=\mathscr{O} \mathscr{H}^{\prime} \subset \mathscr{H}^{\prime}
$$

and by

$$
\left(U_{g} \Phi, U_{g} \Psi\right)=(\Phi, \Psi)[\operatorname{let} A=\mathbb{1} \text { in }(\mathrm{i})]
$$

we see that $\mathscr{H}_{0}=\left(U_{g} \mathscr{H}\right)_{0}$, so

$$
\mathscr{H}^{n}=\mathscr{H}^{\prime} \cap \mathscr{H}_{0}=U_{g}\left(\mathscr{H}^{\prime}\right) \cap\left(U_{8} \mathscr{H}\right)_{0}
$$

i.e., $\mathscr{H}^{\prime \prime}$ is unchanged under $U_{g}$, and so is $\mathscr{H}$ phys. Then

$$
\alpha_{g}\left(\mathscr{D}_{\mathscr{H}}\right) U_{g} \mathscr{H}^{\prime}=\mathscr{D}_{\mathscr{H}} \mathscr{H}^{\prime} \subset \mathscr{H}^{\prime \prime}
$$

This verifies the consistency of Definition 3.6. The additional structure can be easily added to Theorem 3.4 and Corollary 3.5 .

Theorem 3.7: Given an SW structure as in 3.6, the automorphisms $\alpha_{g}$ and Ad $U_{g}$ induce the same automorphism on $\mathscr{R}_{\text {phys }}$, and under the canonical isomorphism between $\mathscr{R}_{\text {phys }}$ and $\mathscr{R}$, these map into $\alpha_{g}^{\prime} \in$ Aut $\mathscr{R}$.

Proof: $(\Phi, A \Psi)=\left(U_{g} \Phi, \alpha_{g}(A) U_{g} \Psi\right)=\left(U_{g} \Phi, U_{g} A \Psi\right)$ $\forall A \in \mathscr{F} \mathscr{F}_{2} ; \quad g \in \mathscr{G} ; \quad \Phi, \Psi \in \mathscr{H}$. Thus $\quad\left(U_{g} \Phi,\left(\alpha_{g}(A) U_{g}\right.\right.$ $\left.-U_{g} A \mid \Psi\right)=0$, but as $\Phi, \Psi$ are arbitrary, they can be replaced by $\Phi \mapsto U_{g}^{-1} \Phi, \Psi^{1} \mapsto U_{g}^{-1} \Psi$, so

$$
\left(\Phi,\left(\alpha_{g}(A)-U_{g} A U_{g}^{-1} \mid \Psi\right)=0 \quad \forall \Phi, \Psi \in \mathscr{H}\right.
$$

and hence $\left(\alpha_{g}(A)-U_{g} A U_{g}^{-1}\right) \Psi \in \mathscr{H}{ }_{0} \quad \forall \Psi \in \mathscr{H}, A \in \mathscr{F} \mathscr{H}$, $g \in \mathscr{G}$. So

$$
\left(\alpha_{g}(A)-\left(\operatorname{Ad} U_{g}\right) A\right) \mathscr{H}^{\prime} \subset \mathscr{H}^{\prime \prime},
$$

i.e.,

$$
\left(\alpha_{g}(A) \mid \mathscr{H}^{\prime}\right) \bmod \mathscr{H}^{\prime \prime}=\left(U_{g} A U_{g}^{-1} \mid \mathscr{H}^{\prime}\right) \bmod \mathscr{H}^{\prime \prime}
$$

It is easily seen that the procedure $\left(\alpha_{g}(A) \mid \mathscr{H}^{\prime \prime}\right) \bmod \mathscr{H}^{n}$ defines an automorphism on $\mathscr{R}_{\text {phys }}$ for $\alpha_{g} \in \Upsilon$, and so the first part of the theorem is proven. The canonical map

$$
\left(A \mid \mathscr{H}^{\prime}\right) \bmod \mathscr{H}^{\prime \prime} \in \mathscr{R}_{\mathrm{phys}} \rightarrow\{A+\mathscr{D}\}=\xi_{A} \in \mathscr{R} \forall A \in \mathcal{O}
$$

takes $\left(\alpha_{g}(A) \mid \mathscr{H}^{\prime \prime}\right) \bmod \mathscr{H}^{\prime \prime}$ to

$$
\left\{\alpha_{g}(A)+\mathscr{D}\right\}=\xi_{\alpha_{g}(A)}=\alpha_{g}^{\prime}\left(\xi_{A}\right)
$$

Remark: From the above proof, one sees that in order to get the statement of the theorem to hold, it is sufficient to require that

$$
\left(\alpha_{g}(A)-\left(\operatorname{Ad} U_{g}\right) A\right) \mathscr{H}^{\prime} \subset \mathscr{H}^{\prime \prime} \quad \forall A \in \mathcal{O}_{\mathscr{H}}
$$

This will be the alteration to 3.6 which defines a weak StrocchiWightman structure. We return to this concept after developing the theory for SW structures. The essential difference is that in SW structures, we have a quasicovariant representation of the full algebra $\mathscr{F}$ on $\mathscr{H}$, but in weak Strocchi-Wightman structures we have only a quasicovariant representation of $\mathcal{O}$ on $\mathscr{H}$. As before, the prefixes Krein, general, and Hilbert refer to the structure of the IIP space.

Corollary 3.8: Let $\left\{X,(\cdot, \cdot), \mathscr{F},\left\{L_{i}(\lambda)\right\}\right\}$ be as in 3.4 , and $U: \mathscr{G} \mapsto \mathscr{L}(X)$ be a homomorphism such that $U_{e}=1$, $(z, A y)=\left(U_{g} z, \alpha_{g}(A) U_{g} y\right) \forall A \in \mathscr{F}, g \in \mathscr{G}, z, y \in X ;\left(z, U_{g} y\right)$ is a continuous function in $g$ for fixed $z_{y} y$, and $x_{0}$ is the only cyclic $U_{\mathscr{G}}$-invariant element of $X$. Then for each $x \in X$ which satisfies
(i) $x_{0} \in \mathscr{O} x$,
(ii) $(A x, A x) \geqslant 0 \quad \forall A \in \mathcal{O}$,
(iii) $(D x, D x)=0 \quad \forall D \in \mathscr{D}$,
(iv) $U_{g}(\mathscr{O x}) \subset \mathscr{O x} \quad \forall g \in \mathscr{G}$,
we have a general SW structure, and apart from $\mathscr{R}_{\text {phys }} \simeq \mathscr{R}$ we find that Ad $U_{g}$ maps to an $\alpha^{\prime} \in A u t \mathscr{R}$ under this isomorphism. Conversely, given a SW structure for $\mathscr{F}$, any $\Psi \in \mathscr{H}^{\prime}$, will satisfy (i)-(iv), and moreover, the representation of $\mathscr{R}$ obtained from the SW structure (cf. 3.4) is a covariant representation, and it will be cyclic iff $\exists \Phi \in \mathscr{H}^{\prime}$ such that $\pi(\mathcal{O}) \Phi+\mathscr{H}^{\prime \prime}=\mathscr{H}^{\prime}$. Henceforth we assume this to be the case. Note that we allow the possibility that $\Phi \neq \Phi_{0}$.

Proof: This is a straightforward application of the preceding theorems and definitions.

We also add the new structure to Corollary 3.5 .
Corollary 3.9: Let $X, \mathscr{F}, x_{0},\langle\cdot \mid \cdot\rangle$ be as in 3.5. Let $U$ : $\mathscr{G} \mapsto \mathscr{B}(\mathscr{H})$ be a homomorphism such that $U_{e}=I$. Then every pair $\{G, x\} \in \mathscr{B}_{h}(X) \times X$ satisfying
(i) $\left\langle A^{*} z \mid G y\right\rangle=\langle z \mid G A y\rangle \quad \forall A \in \mathscr{F}, \quad \forall z, y \in X$;
(ii) $\langle G z \mid A y\rangle=\left\langle G z \mid U_{g}^{-1} \alpha_{g}(A) U_{g} y\right\rangle \quad \forall A \in \mathscr{F}$ $\forall z, y \in X, \quad g \in \mathscr{G}$;
(iii) $\left\langle z \mid G U_{g} y\right\rangle$ is continuous in $g$ for the other quantities fixed;
(iv) $x_{0} \in \mathscr{O} x$;
(v) $\left\langle z \mid G A^{*} A x\right\rangle \geqslant 0 \quad \forall A \in \mathcal{O}$;
(vi) $\langle x \mid G D * D x\rangle=0 \quad \forall D \in \mathscr{D}$;
(vii) $x_{0}$ is the only cyclic $U_{G}$-invariant element of $X$, defines a Hilbert SW structure, and if $G^{2}=I$, it is a Krein SW structure.

In what follows we wish to develop concrete examples of the left $\mathscr{F}$ module $X$ defined above. Amongst the class of left $\mathscr{F}$ modules there are two important ones-the left ideals of $\mathscr{F}$, and the set of GNS spaces of $\mathscr{F}$. The second already has a Hilbert inner product, so that in this case one looks for a Gram operator. The left ideals of $\mathscr{F}$ are easily equipped with IIP's through the use of Hermitian functionals. By definition each principal left ideal of $\mathscr{F}$ is generated by some one element $x \in \mathscr{F}$ without a left inverse. This element will then be the required cyclic element for the left module, the principal ideal generated by it, as required. As the other left ideals of $\mathscr{F}$ do not have cyclic elements, we are not interested in nonprincipal ideals.

Theorem 3.10: Let there be given objects $\mathscr{F},\left\{L_{i}(\lambda)\right\}$,
$\alpha: \mathscr{G} \mapsto$ Aut $\mathscr{F}$ as above. Let $\alpha^{P}$ denote the elements of $\mathscr{F}$ which are $\alpha$ invariant. Then there is a SW structure for each $\left(f, x_{0}, F\right)$ in $\mathscr{F}_{h}^{*} \times \alpha^{P} \times \mathscr{F}$ which satisfies the following conditions:
(i) $f(x)=f\left(\alpha_{g}(x)\right) \quad \forall x \in \mathscr{F} x_{0}, \quad \forall g \in \mathscr{G} ;$
(ii) $x_{0} \in \mathscr{O} F x_{0}$;
(iii) $\mathscr{O} \alpha_{g}(F) x_{0} \subset \mathscr{O} F x_{0}$;
(iv) $f\left(x_{0}^{*} F^{*} \mathcal{O}_{+} F x_{0}\right) \geqslant 0$;
(v) $f\left(x_{0}^{*} F^{*} \mathscr{D}_{+} F x_{0}\right)=0$;
(vi) $\alpha^{P} \cap \mathscr{F}_{1} x_{0}=\left\{x_{0}\right\}$,

$$
\text { where } \mathscr{F}_{1}:=\left\{x \in \mathscr{F} \mid x_{l}^{-1} \exists\right\}
$$

Conversely, if there exists a SW structure on the $C^{*}$-degenerate system above, then there is a Hermitian functional $\theta$ on $\mathscr{F}$ such that $\theta(x)=\theta\left(\alpha_{g}(x)\right) \quad \forall x \in \mathscr{F}, \forall g \in \mathscr{G}, \theta\left(\mathcal{O}_{+}\right) \geqslant 0$, and $\theta\left(\mathscr{D}_{+}\right)=0$.

Proof: Let $\left(f, x_{0}, F\right)$ satisfy (i)-(vi). Then make the identifications $X=\mathscr{F} x_{0},(A, B):=f\left(A^{*} B\right) \quad \forall A, B \in \mathscr{F} x_{0}$ with the objects in 3.7 , where $\mathscr{F}$ acts by left multiplication on $\mathscr{F} x_{0}$, $(A, B)$ is a IIP since $f$ is Hermitian and $x_{0}$ is the cyclic element of $X$. When $x_{0}$ has no left inverse, $X=\mathscr{F} x_{0}$ is a proper principal left ideal of $\mathscr{F}$. Let $U_{g}:=\alpha_{g} \mid \mathscr{F} x_{0}$, since $\alpha_{g}\left(\mathscr{F} x_{0}\right)=\mathscr{F} x_{0}$. Then $U_{e}=I \in \mathscr{L}(X)$,

$$
\begin{aligned}
(z, A y) & =f\left(z^{*} A y\right)=f\left(\alpha_{g}\left(z^{*} A y\right)\right) \\
& =f\left(\alpha_{g}(z)^{*} \alpha_{g}(A) \alpha_{g}(y)\right) \\
& =\left(U_{g} z, \alpha_{g}(A) U_{g} y\right) \forall A \in \mathscr{F},
\end{aligned}
$$

and

$$
\left(z, U_{g} y\right)=f\left(z^{*} \alpha_{g}(y)\right)
$$

is continuous in $g$ because all the operations involved in its construction are continuous. Furthermore, from (vi), $x_{0}$ is the only cyclic $U$-invariant element of $\mathscr{F} x_{0}$. Then $x=F x_{0}$ will satisfy (i)-(iv) in Corollary 3.8 by (ii)-(v), hence we have a general SW structure. The converse is easily seen from the identification $\theta(x)=\left(\Phi_{0}, \pi(x) \Phi_{0}\right)$ where $x \in \mathscr{F}$, and $\pi$ is the IIP representation of $\mathscr{F}$ on $\mathscr{H}$ as in Definition 3.3.

Remark: Later on the functional $\theta$ will be called the class functional of the SW structure. When we want to admit spontaneous symmetry breaking, the requirement that $x_{0}$ is the only cyclic $U$-invariant element should be relaxed, in which case (vi) above, can be omitted.

Apart from the set of principal left ideals for the left module $X$, one can also consider factor spaces of left ideals. Let $\mathscr{J}$ be an $\mathscr{F}$-left ideal containing the subleft ideal $K \subset \mathscr{J}$. Then $\mathscr{J} / K$ is a left $\mathscr{F}$ module, and we need some cyclic element in it, i.e., there should exist an $x_{0} \in \mathscr{\mathscr { J }}$ such that $\mathscr{F}\left(x_{0}+K\right)=\mathscr{J}$ or $\mathscr{F} x_{0}+K=\mathscr{J}$. Note that $\mathscr{J} / K$ $\simeq \mathscr{F} x_{0} /\left(\mathscr{F} x_{0} \cap K\right)$.

Theorem 3.11: Given the objects $\mathscr{F},\left\{L_{i}(\lambda)\right\}, \alpha$ : $\mathscr{G} \mapsto$ Aut $\mathscr{F}^{\mathcal{F}}$ as above, as well as two $\alpha$-invariant left ideals $K \subset J \subset \mathscr{F}$ and an $x_{0} \in J$ such that $\mathscr{F} x_{0}+K=J$, $\alpha_{\mathscr{G}}\left(x_{0}\right) \subset x_{0}+K$, there exists a SW structure for each pair $(f, F) \in \mathscr{F} * * \mathscr{F}$ which satisfies
(i) $K \subset\left\{x \in J \mid f\left(x^{*} y\right)=0 \quad \forall y \in J\right\}$;
(ii) $f(x)=f\left(\alpha_{g}(x)\right) \quad \forall g \in \mathscr{G}, \quad x \in \mathscr{F} x_{0}$;
(iii) $x_{0} \in \mathscr{O} F x_{0}+K$;
(iv) $\mathscr{O} \alpha_{g}(F) x_{0} \subset \mathscr{O} F x_{0}+K$;
(v) $f\left(x_{0}^{*} F^{*} \mathscr{O}_{+} F x_{0}\right) \geqslant 0$;
(vi) $f\left(x_{0}^{*} F^{*} \mathscr{D}_{+} F x_{0}\right)=0$;
(vii) $\left\{\mathscr{F}_{1} x_{0}+K\right\} \cap\{x+K \mid x \in J, \alpha(x) \in x+K\}$

$$
\subset\left\{x_{0}+K\right\}
$$

Proof: Let $\xi$ be the canonical map $J_{\mapsto J / K \text {, hence }}$ $\xi^{-1}\left(\xi_{x}\right)=\{x+K\}$. From (i), the IIP defined on $J / K$ by $\left(\xi_{x}, \xi_{y}\right):=f\left(x^{*} y\right)$ makes sense. Then $J / K$ is a left $\mathscr{F}$ module by $A \xi_{x}=\xi_{A x} \quad \forall A \in \mathscr{F}$, which is well-defined because $A\{x+K\}=\{A x+A K\} \subseteq\{A x+K\}$. Clearly $\xi_{x_{0}}$ is a cyclic element in $J / K$, and as $J$ and $K$ are $\alpha$ invariant, $\exists \alpha^{\prime}$ defined on $J / K$ by $\alpha_{g}^{\prime}\left(\xi_{x}\right):=\xi_{\alpha_{g}(x)}$, and we define $\alpha_{g}^{\prime}:=U_{g}$ (cf. 3.8). Then from (ii) it is easily verified that $U_{e}=I$; $\left(\xi_{z}, A \xi_{y}\right)=\left(U_{g} \xi_{z}, \alpha_{g}(A) U_{g} \xi_{y}\right)$; and ( $\xi_{z}, U_{g} \xi_{y}$ ) is continuous in $g$. By (iii) we find $\xi_{x_{o}} \in \mathcal{O} \xi_{F x_{o}}$, and this covers all possibilities because $\xi_{\mathscr{F}_{0}}=J / K$. From (v) we see that $\left(A \xi_{F x_{0}}, A \xi_{F x_{o}}\right) \geqslant 0 \quad \forall A \in \mathscr{O}$, and by (vi), ( $D \xi_{F x_{o}}, D \xi_{F x_{o}}$ ) $=0 \quad \forall D \in D$. By (iv), $U_{g}\left(\mathscr{O} \xi_{F x_{0}}\right) \subset \mathscr{O} \xi_{F x_{0}}$, and (vii) ensures that $\xi_{x_{0}}$ is the only $U$-invariant cyclic vector in $J / K$. Hence with $X=J / K$, Corollary 3.8 ensures that there exists a general SW structure.

Remark: When spontaneous symmetry breaking is required, (vii) should be omitted. When $x_{0 l}^{-1}$ exists, $\mathscr{F} x_{0}=\mathscr{F}$, and $J / K$ is a factor space of $\mathscr{F}$.

From the paragraph preceding Theorem 3.11, we note that the construction $J=\mathscr{F} x_{0}+K$ will in fact cover all possible left ideals for which $\xi_{x_{0}}$ in cyclic in $J / K$. It is possible to define Hilbert space structures on the principal left ideals, and then to look for Gram operators from which to obtain SW structures, but as the representations of $\mathscr{F}$ on these Hilbert spaces will be unitarily equivalent to GNS representations, we now consider the latter instead. Consider the GNS representation of $\mathscr{F}$ associated with an $\omega \in \mathbb{S}$, i.e.,

$$
\begin{aligned}
& \pi_{\omega}: \mathscr{F} \mapsto \mathscr{B}\left(\mathscr{H}_{\omega}\right), \quad \mathscr{H}_{\omega}:=\overline{\mathscr{F}} / N_{\omega} \\
& N_{\omega}:=\left\{A \in \mathscr{F} \mid \omega\left(A^{*} A\right)=0\right\}, \quad \xi: \mathscr{F} \mapsto \mathscr{F} / N_{\omega}
\end{aligned}
$$

is the canonical map,

$$
\left\langle\xi_{A} \mid \xi_{B}\right\rangle:=\omega\left(A^{*} B\right), \quad \pi_{\omega}(A) \xi_{B}:=\xi_{A B}
$$

The Gram operators can be chosen from the set $\mathscr{B}_{h}\left(\mathscr{H}_{\omega}\right)$, and these translate to $\mathscr{F}$ as

$$
\begin{aligned}
& \left\{\gamma \in \mathscr{B}(\mathscr{F}) \mid \gamma\left(N_{\omega}\right)=N_{\omega}, \omega\left(\gamma(A)^{*} B\right)=\omega\left(A^{*} \gamma(B)\right)\right. \\
& \quad \forall A, B \in \mathscr{F}\} .
\end{aligned}
$$

There are two interesting subsets of this, i.e., where $\gamma \in \mathrm{Aut} \mathscr{F}$ and where $\gamma \in \mathscr{F}$, i.e., it acts by left multiplication of an element $G \in \mathscr{F}$. The last subset is the one we concentrate on (for the first, consult Ref. 14). Define

$$
\mathscr{F}_{\omega}^{G}:=\left\{G \in \mathscr{F} \mid \omega\left(A G^{*} B\right)=\omega(A G B) \forall A, B \in \mathscr{F}\right\} \supset \mathscr{F}_{h} .
$$

Theorem 3.12: Given $\mathscr{F},\left\{L_{i}(\lambda)\right\}, \alpha: \mathscr{G} \mapsto$ Aut $\mathscr{F}$ as above, there is a Hilbert SW structure for each triplet $(\omega, G, E) \in \subseteq \times \mathscr{F}_{\omega}^{G} \times \mathscr{F}$ such that
(i) $\alpha_{\mathscr{G}}\left(N_{\omega}\right) \subset N_{\omega}$,
(ii) $\omega(A[G, F] B)=0 \quad \forall A, B, F \in \mathscr{F}$,
(iii) $1 \in\left\{\mathscr{O} E+N_{\omega}\right\}$,
(iv) $\omega\left(E * G \mathcal{O}_{+} E\right) \geqslant 0$,
(v) $\omega(E * G \mathscr{D}+E)=0$.

When spontaneous symmetry breaking is not allowed, we also require
(vi) $\nexists C \in \mathscr{F} \backslash 1$ such that $\mathscr{F}=\left\{\mathscr{F} C+N_{\omega}\right\}$ and $\alpha_{\mathscr{G}}(C) \subseteq\left\{C+N_{\omega}\right\}$.
When $G^{2} \in\left\{1+N_{\omega}\right\}$, the SW structure is a Krein SW structure.

Proof: With the identifications $X=\mathscr{H}_{\omega}, x_{0}=\xi_{1}$, $U_{g} \xi_{A}:=\xi_{\alpha_{\alpha}(A)}$, which makes sense via (i), the proof is a routine verification of 3.9 , but for clarity we spell out some of the details. Clearly $U$ is a homomorphism, and $U_{e}=I$, and the cyclic vector $\xi_{1}$ is $U$ invariant because $U_{g} \xi_{1}=\xi_{\alpha_{g}(1)}$ $=\xi_{1}$. Rewrite (ii) : $\omega\left(A^{*} G F B\right)=\omega\left(A^{*} F G B\right) \quad \forall A, B, F \in \mathscr{F}$ to get

$$
\left\langle\pi_{\omega}(F) * \xi_{A} \mid \pi_{\omega}(G) \xi_{B}\right\rangle=\left\langle\xi_{A} \mid \pi_{\omega}(G) \pi_{\omega}(F) \xi_{B}\right\rangle
$$

which satisfies (i) of 3.9 . To verify (ii) of 3.9 consider

$$
\begin{aligned}
& \left\langle\pi_{\omega}(G) \xi_{A} \mid U_{g}^{-1} \pi_{\omega}\left(\alpha_{g}(F)\right) U_{g} \xi_{B}\right\rangle \\
& \quad=\left\langle\xi_{G A} \mid U_{g}^{-1} \xi_{\alpha_{g}(F) \alpha_{g}(B)}\right\rangle \\
& \quad=\left\langle\xi_{G A} \mid \xi_{\alpha_{g}^{-1}\left(\alpha_{g}(F B)\right)}\right\rangle=\left\langle\xi_{G A} \mid \xi_{F B}\right\rangle \\
& \quad=\left\langle\pi_{\omega}(G) \xi_{A} \mid \pi_{\omega}(F) \xi_{B}\right\rangle \quad \forall A, B, F \in \mathscr{F}, \quad \forall g \in \mathscr{G} .
\end{aligned}
$$

To verify (iii) of 3.9 , note that $\left\langle\xi_{A} \mid \pi_{\omega}(G) U_{g} \xi_{B}\right\rangle$ $=\omega\left(A^{*} G \alpha_{g}(B)\right)$ is continuous ing if all the other quantities are fixed, because all the operations involved in this construction are continuous. For condition (iv) of Corollary 3.9, note that with the identifications $x_{0} \rightarrow \xi_{1}, x \rightarrow \xi_{E}$, (iii) implies $\xi_{1} \in \xi_{\mathcal{O}}=\pi_{\omega}(\mathscr{O}) \xi_{E}$. (iv) above can be rewritten $\omega\left(E * G A^{*} A E\right)=\left\langle\xi_{E} \mid \pi_{\omega}(G) \pi_{\omega}\left(A^{*} A\right) \xi_{E}\right\rangle \geqslant 0 \quad \forall A \in \mathcal{O}$, which verifies condition ( $v$ ) of Corollary 3.9. Similarly (v) satisfies (vi) of 3.9.

Note that the first part of (vi) says that $\xi_{C}$ is cyclic, and the second part that it is $U_{g}$ invariant: $U_{g} \xi_{C}=\xi_{\alpha_{g}(C)}=\xi_{C}$, hence ( vi ) says that there are no cyclic $U$-invariant elements of $\mathscr{H}_{\omega}$ other than $\xi_{1}$, and this corresponds with 3.9 (vii). For the last statement, note that $G^{2} \in\left\{1+N_{\omega}\right\}$ implies that $\pi_{\omega}(G)^{2}=I$.

If one can find a Dirac state which is invariant with respect to the physical transformation group, this will certainly induce a SW structure on the $C^{*}$-degenerate system, and the construction above will be an interesting alternative to the purely algebraic constructions of before. Both methods, as we saw, result in the same final physical algebra. Conversely, given a SW structure as above, from the converse part of Theorem 3.10, we see that on $\mathcal{O}$ this is the restriction of a Dirac state, covariant on $\mathcal{O}$. The interesting case is when this Dirac state on $\mathscr{O}$ cannot be extended to a covariant Dirac state on $\mathscr{F}$. This is the situation when the real usefulness of the IIP representations arise. Hence the purpose of using the IIP formalism is to obtain a cyclic covariant representation for the physical algebra $\mathscr{R}$ that may not be obtainable from covariant ordinary representations on $\mathscr{F}$.

The final concept of Ref. 3, which we adapt to the $C^{*}$ algebra context, is that of a generalized gauge transformation. This arises within the following situation. There is a $C^{*}$ degenerate system $\left\{\mathscr{F}, \mathscr{D}, \mathscr{O}_{c}\right\}$ with its transformation group $\alpha$ : $\mathscr{G} \mapsto$ Aut $\mathscr{F}, \alpha_{\mathscr{G}} \subset \Upsilon$, and two IIP representations $\pi_{i}: \mathscr{F} \mapsto \mathscr{L}\left(\mathscr{H}_{i}\right), i=1,2$, and two SW structures

$$
\left\{\mathscr{H}_{i}, \mathscr{H}_{i}^{\prime},(\cdot, \cdot)_{i}, \Phi_{i 0}, \pi_{i}(\mathscr{F}), \pi_{i}(\mathscr{D}), U^{(i)}\right\}, \quad i=1,2 .
$$

Definition 3.13: A generalized gauge transformation is a pair of SW structures as above and a bijection $g$ : $\mathscr{H}_{1 \text { phys }} \mapsto \mathscr{H}_{2 \text { phys }}$ such that
(i) $\left(\Phi_{1}, \pi_{1}(A) \Psi_{1}\right)_{1}=\left(\Phi_{2}, \pi_{2}(A) \Psi_{2}\right)_{2}$
$\forall A \in \mathscr{O}, \quad \forall \Phi_{1}, \Psi_{1} \in \mathscr{H}_{1}^{\prime}, \quad \Phi_{2}, \Psi_{2} \in \mathscr{H}_{2}^{\prime}$,
such that $\eta_{\Psi_{2}}=g\left(\eta_{\Psi_{1}}\right), \quad \eta_{\Phi_{2}}=g\left(\eta_{\Phi_{1}}\right)$,
where $\eta$ : $\mathscr{H}_{2}^{\prime} \mapsto \mathscr{H}_{i}^{\prime} / \mathscr{H}_{i}^{\prime \prime}$ is the canonical map,
(ii) $\eta_{\Phi_{20}}=g\left(\eta_{\Phi_{10}}\right)$.

Clearly what this is saying, is that the two SW structures induce the same covariant cyclic representation on $\mathscr{R}$ up to unitary equivalence (cf. Corollary 3.8, converse part). A special gauge transformation is where the two SW structures are identical except for the IIP representations $\pi_{i}, g$ is the identity, and hence ( $i$ ) is

$$
\left(\Phi,\left(\pi_{1}(A)-\pi_{2}(A)\right) \Psi\right)=0 \quad \forall A \in \mathcal{O}, \quad \forall \Phi, \Psi \in \mathscr{H}^{\prime}
$$

Call two SW structures gauge-equivalent if there is a generalized gauge transformation connecting them. Given a SW structure, define its class functional (cf. Theorem 3.10) to be $\theta(A):=\left(\Phi_{0}, \pi(A) \Phi_{0}\right) \quad \forall A \in \mathscr{F}$.

Theorem 3.14: If two SW structures are gauge equivalent, then the restrictions of their class functionals to $\mathcal{O}$ are equal. Conversely, given two SW structures with $\theta_{1} \mid \mathcal{O}$ $=\theta_{2} \mid \mathscr{O}$, and if the $\mathscr{O}$-cyclic elements of $\mathscr{H}_{i}^{\prime}, i=1,2$, denoted by $\Phi_{i}^{0}$ (cf. 3.8), are related to $\Phi_{i 0}$ by $\Phi_{i 0} \in \pi_{i}(S) \Phi_{i}^{0}$ $+\mathscr{H}_{i}^{\prime \prime}$ for some $S \in \mathcal{O}$, then these two SW structures are gauge equivalent.

Proof: From the definitions, the first part is clear. We prove the converse. Let there be given two SW structures according to the hypothesis above. The representation induced on $\mathscr{R}$ by these $S W$ structures are

$$
\pi_{i}^{\prime}\left(\xi_{A}\right)=\overline{\left(\pi_{i}(A) \mid \mathscr{H}_{i}^{\prime}\right) \bmod \mathscr{H}_{i}^{\prime \prime}} \quad \forall \in \mathcal{O}, \quad i=1,2
$$

From the cyclic property (cf. 3.8), any $\Psi_{i} \in \mathscr{H}_{i \text { phys }}$ can be written as $\Psi_{i}=\pi_{i}^{\prime}\left(\xi_{A}\right) \eta_{\Phi_{i}^{0}}$ for some $A \in \mathcal{O}$. Note that if $\eta_{\Phi_{N_{0}}}$ $\neq \eta_{\Phi_{i}^{0}}$, then $\exists S_{i} \in \mathcal{O}$ such that $\eta_{\Phi_{0}}=\pi_{i}^{\prime}\left(\xi_{S_{i}}\right) \eta_{\Phi_{i}^{0 .}}$. The hypothesis above merely says that $S_{1}=S_{2}=: S$. We can define a map $g: \mathscr{H}_{1 \text { phys }} \mapsto \mathscr{H}_{2 \text { phys }}$ by

$$
g\left[\pi_{1}^{\prime}\left(\xi_{A}\right) \eta_{\Phi_{1}^{0}}\right]:=\pi_{2}^{\prime}\left(\xi_{A}\right) \eta_{\Phi_{2}^{0}}
$$

This map will be well defined, and a bijection if we can show that

$$
\pi_{1}^{\prime}\left(\xi_{A}\right) \eta_{\Phi_{1}^{0}}=0 \text { iff } \pi_{2}^{\prime}\left(\xi_{A}\right) \eta_{\phi_{2}^{0}}=0,
$$

for each $A \in \mathcal{O}$. Now

$$
\begin{aligned}
\phi_{i}\left(\xi_{A}\right): & =\left\langle\eta_{\Phi_{i}^{\mathrm{o}}} \mid \pi_{i}^{\prime}\left(\xi_{A}\right) \eta_{\Phi_{i}^{\mathrm{o}}}\right\rangle_{i}=\left\langle\eta_{\Phi_{00}} \mid \pi_{i}^{\prime}\left(\xi_{S^{*} A S}\right) \eta_{\Phi_{i 0}}\right\rangle_{i} \\
& =\theta_{i}\left(S^{*} A S\right) \quad \forall A \in \mathcal{O} .
\end{aligned}
$$

So as $S \in \mathcal{O}$, we have $\theta_{1}\left(S^{*} A S\right)=\theta_{2}\left(S^{*} A S\right)$, i.e., $\phi_{1}\left(\xi_{A}\right)=\phi_{2}\left(\xi_{A}\right)$. Then from $\pi_{i}^{\prime}\left(\xi_{A}\right) \eta_{\Phi_{i}^{0}}=0$ iff $\xi_{A} \in N_{\phi_{i}}$ $:=\left\{\xi_{A} \in \mathscr{R} \mid \xi_{A *_{A}} \in \operatorname{Ker} \phi_{i}\right\}$,we get that $g$ is a bijection. To verify 3.13 , note that

$$
g\left[\pi_{1}^{\prime}\left(\xi_{s}\right) \eta_{\Phi_{1}^{0}}\right]=g\left[\eta_{\Phi_{10}}\right]=\pi_{2}^{\prime}\left(\xi_{S}\right) \eta_{\Phi_{2}^{0}}=\eta_{\Phi_{20}}
$$

Furthermore, $\forall \Phi_{1}, \Psi_{1} \in \mathscr{X}_{1}^{\prime}, \exists B, C \in \mathcal{O}$ such that

$$
\eta_{\Phi_{1}}=\pi_{1}^{\prime}\left(\xi_{B}\right) \eta_{\Phi_{i}^{0}}
$$

and

$$
\eta_{\Psi_{1}}=\pi_{1}^{\prime}\left(\xi_{C}\right) \eta_{\Phi_{1}^{\mathrm{o}}}
$$

Then

$$
\begin{aligned}
\left(\Phi_{1}, \pi_{1}(A) \Psi_{1}\right)_{1} & =\left\langle\eta_{\Phi_{1}^{\mathrm{o}}} \mid \pi_{1}^{\prime}\left(\xi_{B^{*} A C}\right) \eta_{\Phi_{1}^{0}}\right\rangle_{1}=\phi_{1}\left(\xi_{B * A C}\right) \\
& =\theta_{1}\left(S^{*} B^{*} A C S\right)
\end{aligned}
$$

and

$$
\begin{aligned}
\left(\Phi_{2}, \pi_{2}(A) \Psi_{2}\right)_{2} & =\left\langle g\left[\eta_{\Phi_{1}}\right] \mid \pi_{2}^{\prime}\left(\xi_{A}\right) g\left[\eta_{\Psi_{1}}\right]\right\rangle_{2} \\
& =\left\langle\eta_{\Phi_{2}^{0}} \mid \pi_{2}^{\prime}\left(\xi_{B^{*} A C}\right) \eta_{\Phi_{2}^{0}}\right\rangle_{2} \\
& =\phi_{2}\left(\xi_{B^{*} A C}\right)=\theta_{2}\left(S^{*} B^{*} A C S\right)
\end{aligned}
$$

where $\eta_{\Phi_{2}}=g\left[\eta_{\Phi_{1}}\right], \eta_{\Psi_{2}}=g\left[\eta_{\Psi_{1}}\right]$. This, together with $\theta_{1}\left|\mathcal{O}=\theta_{2}\right| \mathcal{O}$, verifies Definition 3.13.

Corollary 3.15: In the terminology of Corollary 3.8, two $x_{i}, i=1,2$, satisfying 3.8 (i)-(iv), give rise to gauge equivalent $S W$ structures if $\exists S \in \mathcal{O}$ such that

$$
x_{0} \in\left(S x_{1}+\left(X_{0} \cap \mathscr{O} x_{1}\right)\right) \cap\left(S x_{2}+\left(X_{0} \cap \mathscr{O} x_{2}\right)\right)
$$

Because the later SW structures are applications of Corollary 3.8, we shall not further discuss gauge equivalence for these.

Remark: If instead of Definition 3.13 (ii) we assumed
(ii') $\eta_{\Phi_{2}^{0}}=g\left[\eta_{\Phi_{1}^{0}}\right]$,
then the results above simplify drastically, in that 3.14 becomes an if and only if statement, i.e., class functionals on $\mathcal{O}$ are equal iff their SW structures are gauge equivalent, and in 3.15 we will find that all the SW structures are gauge equivalent. We can argue for assuming (ii') instead of 3.13 (ii) (which has been taken directly from Ref. 3), on the following grounds. The bijection $g$ is supposed to establish a connection between the two representations obtained for the physical algebra, $\mathscr{R}$, and in these representations the cyclic elements derive from $\Phi_{i}^{0}$, and not from the $\Phi_{i 0}$ 's. Now while $\eta_{\Phi_{I 0}}$ is clearly invariant under the unitary transformations of $\mathscr{G}$ on $\mathscr{H}_{\text {iphys }}$, it is not cyclic. If one requires that the specified cyclic elements of $\mathscr{H}_{i \text { phys }}$ should be invariant under physical transformations, it would be necessary to require in addition that $U_{\mathscr{G}}^{(i)} \Phi_{i}^{0} \in\left\{\Phi_{i}^{0}+\mathscr{H}_{i}^{\prime \prime}\right\}$. Clearly, if the cyclic elements of $\mathscr{H}_{i \text { phys }}$ do derive from $\Phi_{i 0}$, then none of these complications will arise.

As was mentioned in the remark below Theorem 3.7, in order to obtain a covariant representation of $\mathscr{R}$, it is sufficient to have the weaker condition

$$
\left(\alpha_{g}(A)-\left(\operatorname{Ad} U_{g}\right) A\right) \mathscr{H}^{\prime} \subset \mathscr{H}^{\prime \prime} \quad \forall A \in \mathscr{O}_{\mathscr{H}} .
$$

This is equivalent to the following.
Definition 3.16: A weak Strocchi-Wightman structure ( w SW structure) is a PSW structure as in 3.3 for which (i) there is a homomorphism $U: \mathscr{G} \mapsto \mathscr{L}(\mathscr{H})$ such that

$$
\begin{aligned}
(\Phi, A \Psi)= & \left(U_{g} \Phi, \alpha_{g}(A) U_{g} \Psi\right) \\
& \forall \Phi, \Psi \in \mathscr{H}^{\prime}, \quad \forall A \in \mathcal{O}, \quad \forall g \in \mathscr{G},
\end{aligned}
$$

and $f(g):=\left(\Psi, U_{g} \Phi\right)$ is a continuous function of $g$ for the other quantities fixed;
(ii) $U_{g} \mathscr{H}^{\prime} \subset \mathscr{H}^{\prime} \forall g \in \mathscr{G}$,
(iii) $\Phi_{0}$ is the only cyclic vector such that $U_{g} \Phi_{0}=\Phi_{0} \forall g \in \mathscr{G}$.

It is a straightforward matter to adapt the theorems above to this concept, but for later use we state the following theorem.

Theorem 3.17: Relax the uniqueness of the vacuum requirement. Then for each gauge transformation $\beta \in \operatorname{Ker} T_{c}$ (cf. Sec. II) and functional $f \in \mathscr{F}_{h}^{*}$ such that
(i) $f\left(\beta \alpha_{g}(A)\right)=f(A) \quad \forall g \in \mathscr{G}, \quad \forall A \in \mathscr{F}$,
(ii) $f(\mathscr{D})=0$,
(iii) $f\left(\mathcal{O}_{+}\right) \geqslant 0$,
we have a wSW structure.
Proof: Let $\xi: \mathscr{F} \mapsto \mathscr{F} / N_{f}$ be the canonical map, where

$$
N_{f}:=\left\{A \in \mathscr{F} \mid f\left(A^{*} B\right)=0 \quad \forall B \in \mathscr{F}\right\}
$$

is a left ideal. Then $\mathscr{F} / N_{f}$ is a left $\mathscr{F}$ module by $A \xi_{x}$ $=\xi_{A x} \forall A, x \in \mathscr{F}$, and it has the natural IIP $f\left(x^{*} y\right)$ $=:\left(\xi_{x}, \xi_{y}\right)$. The cyclic element is $\xi_{1}$. Then $\mathscr{H}^{\prime}=\xi_{\theta}$, $\mathscr{H}^{\prime \prime}=\xi_{\mathscr{D}}$. Define $U_{g}\left(\xi_{x}\right):=\xi_{\beta \alpha_{s}(x)}$. Now $\left(\beta \alpha_{g}\right) \in \Upsilon_{c}$ if $\alpha_{g} \in \Upsilon_{c}$, because $\beta \in \operatorname{Ker} T_{c} \subset \Upsilon_{c}$, and so $U: \mathscr{G} \mapsto \mathscr{L}\left(\mathscr{F} / N_{f}\right)$ is a homomorphism. Now
$\beta \in \operatorname{Ker} T_{c} \Rightarrow\langle\omega \mid \beta(A) x\rangle=\langle\omega \mid A x\rangle \quad \forall \omega \in \mathscr{S}_{D}, \forall A, x \in \mathcal{O}$.
By simple manipulations
$\beta \in \operatorname{Ker} T \Rightarrow\langle\omega \mid x \beta(A) y\rangle=\langle\omega \mid x A y\rangle \quad \forall x, y, A \in \mathcal{O} \quad \forall \omega \in \mathfrak{S}_{D}$.
By (ii), (iii), $f \mid \mathscr{O} \in \mathfrak{S}_{D}$, and $\operatorname{Ker} T_{c}$ is a group, i.e.,
$\beta \in \operatorname{Ker} T_{c} \Rightarrow \beta^{-1} \in \operatorname{Ker} T_{c}$.
Hence

$$
\begin{aligned}
& \left(U_{g} \xi_{x}, \alpha_{g}(A) U_{g} \xi_{y}\right) \\
& \quad=f\left(\beta \alpha_{g}\left(x^{*}\right) \alpha_{g}(A) \beta \alpha_{g}(y)\right) \\
& \quad=f\left(\left(\beta \alpha_{g}\right)\left(x^{*}\right) \beta^{-1}\left(\beta \alpha_{g}\right)(A)\left(\beta \alpha_{g}\right)(y)\right) \\
& \quad=f\left(\beta \alpha_{g}\left(x^{*} A y\right)\right)=f\left(x^{*} A y\right) \\
& \quad=\left(\xi_{x}, A \xi_{y}\right) \quad \forall x, y, A \in \mathcal{O} \quad \forall g \in \mathscr{G} .
\end{aligned}
$$

The function $h(g):=\left(\xi_{x}, U_{g} \xi_{y}\right)=f\left(x^{*} \beta \alpha_{g}(y)\right)$ is continuous in $g$ for each pair $x, y$. Finally,

$$
U_{g} \mathscr{H}^{\prime}=U_{g} \xi_{\theta}=\xi_{\beta \alpha_{g}(\theta)} \subset \mathscr{H}^{\prime}
$$

because $\left(\beta \alpha_{g}\right) \in \Upsilon$. The remaining requirements in the definition of a wSW structure is verified by the same arguments as those found in the proof of 3.11 .

The important point of this theorem is that for a strict SW structure we needed invariance of the functional under the specified automorphism group [cf. 3.11 (ii)], but for a wSW structure, it suffices to have invariance of the functional up to a specific gauge transformation. This will be used in the last example of Sec. IV.

We now return to problem (i), i.e., given a cyclic unital *-algebra $\mathscr{F}$ of operators on a IIP space, and a supplementary condition $\chi \in \mathscr{F}$ such that the physical subspace $\mathscr{H}^{\prime}:=\{\Phi \in \mathscr{H} \mid \chi \Phi=0\}$ is positive semidefinite and contains the cyclic vector $\Phi_{0}$, what algebraic structures are implied in $\mathscr{F}$ ? As $\mathscr{F}$ contains nonphysical objects, it is not clear what physical topology to define on $\mathscr{F}$, although the final nondegenerate physical algebra should be a $C^{*}$-algebra.

Denote the null-space of $\mathscr{H}^{\prime}$ by $\mathscr{H}^{\prime \prime \prime}$. Then we define the algebra of observables by

$$
\mathscr{O}_{i}:=\left\{A \in \mathscr{F} \mid A \mathscr{H}^{\prime} \subset \mathscr{H}^{\prime} \supset A^{*} \mathscr{H}^{\prime}\right\}
$$

and the constraint algebra by

$$
\mathscr{D}_{i}:=\left\{D \in \mathscr{F} \mid D \mathscr{H}^{\prime} \subset \mathscr{H}^{\prime \prime} \supset D^{*} \mathscr{H}^{\prime}\right\} \ni \chi
$$

Note that $\{\chi\}^{\prime} \subset \mathscr{O}_{i}, \mathbf{l} \in \mathscr{O}_{i}, \mathbf{l} \in \mathscr{D}_{i}$, and $\mathscr{D}_{i} \subset \mathscr{O}_{i}$. The physical algebra is defined as

$$
\mathscr{R}_{i}:=\left(\mathscr{O}_{i} \mid \mathscr{H}^{\prime}\right) \bmod \mathscr{H}^{\prime \prime},
$$

and this is required to be a $C^{*}$-algebra in the $C^{*}$-norm for bounded operators on the physical Hilbert space $\mathscr{H}_{\text {phys }}:=\mathscr{H}^{\prime} / \mathscr{H}^{\prime \prime}$. The definitions of $\mathscr{O}_{i}$ and $\mathscr{D}_{i}$ preserve sums, multiples, products, and adjoints; hence these are *-algebras, and we also verify that $\mathscr{D}_{i}$ is a two-sided ideal for $\mathscr{O}_{i}$. Hence $\mathscr{R}_{i} \simeq \mathscr{O}_{i} / \mathscr{D}_{i}$. Now using the definitions and the fact that $\Phi_{0}$ is cyclic and in $\mathscr{H}^{\prime}$, we note that $\mathscr{H}^{\prime}=\mathscr{O}_{i} \Phi_{0}$, and $\mathscr{H}^{\prime \prime}=\mathscr{D}_{i} \Phi_{0}$. Then $\chi \mathscr{H}^{\prime}=\chi \mathcal{O}_{i} \Phi_{0}=0$ will only follow from $\chi \Phi_{0}=0$ if $\mathcal{O}_{i} \subset\{A \in \mathscr{F} \mid \chi A \in[\mathscr{F} \chi]\}=: \mathscr{S}_{i}$. Since $\mathscr{O}_{i}$ is a *-algebra, $\mathcal{O}_{i} \subset \mathscr{S}_{i} \cap \mathscr{S}_{i}^{*}$. Conversely, given $A \in \mathscr{S}_{i} \cap \mathscr{S}_{i}^{*}$, we find $\chi A \mathscr{H}^{\prime} \subset[\mathscr{F} \chi] \mathscr{O}_{i} \Phi_{0} \subset[\mathscr{F} \chi] \Phi_{0}=0$, i.e., $A$ preserves $\mathscr{H}^{\prime}$. Similarly $A^{*}$ preserves $\mathscr{H}^{\prime}$, and hence $\mathscr{S}_{i} \cap \mathscr{S}_{i}^{*}=\mathscr{O}_{i}$. This does look like the previous structure, except that $\mathscr{D}_{i} \supset \mathscr{S}_{i} \mathscr{A}(\chi) \mathscr{S}_{i}$, but is not equal to it. [ $\mathscr{A}(\chi)$ is the $*$-algebra in $\mathscr{F}$ generated by $\chi$.] The reason for this discrepancy is because in the usual situation we deal only with positive functionals and hence Hilbert spaces, and so there are no zero norm states such as in $\mathscr{H}^{\prime \prime}$ above. The previous structure of $\mathscr{D}$ would have been obtained if we required $\mathscr{D}_{i} \mathscr{H}^{\prime}=0$, instead of $\mathscr{D}_{i} \mathscr{H}^{\prime} \subset \mathscr{H}^{\prime \prime}$. Moreover, $\mathscr{S}_{i} \cap \mathscr{S}_{i}^{*} \neq \mathscr{M}\left(\mathscr{D}_{i}\right)$, though it is contained in it, because $\chi \mathscr{M}\left(\mathscr{D}_{i}\right) \Phi_{0} \neq 0$, except in special circumstances. Because $\chi \mathscr{M}\left(\mathscr{D}_{i}\right) \Phi_{0} \subset \mathscr{H}^{\prime \prime}$, the generalization of the observables from $\chi^{\prime}$ to $\mathscr{O}_{c} \subset \mathscr{M}\left(\mathscr{D}_{i}\right)$ also entails the generalization of $\mathscr{H}^{\prime}$ to $\mathscr{O}_{c} \Phi_{0}$, and this will be reasonable only if the latter space is positive semidefinite, and if its zero norm part is $\mathscr{H}^{\prime \prime}$ exactly.

## IV. EXAMPLES: LINEAR BOSON THEORIES

The discussion in this section concerns linear boson fields with linear Hermitian constraints. In Refs. 1 and 17 we considered the theory of electromagnetism as derived from Dirac's constraint theory, and this turned out to be the prototype for any linear boson theory with linear Hermitian constraints. We summarize here the structures obtained.

The field algebra $\mathscr{F}$ is chosen to be Manuceau's $C^{*}$ algebra of the $\mathrm{CCR},{ }^{20} \overline{\Delta(\mathscr{Q})}$, over a suitable test function space $\mathscr{Q}$ with symplectic form $B(\cdot, \cdot)$. To fix notation, we define $\overline{\Delta(\mathscr{Q})}$ and indicate its heuristic correspondence rules.

Given a canonical pair $q_{i}(x), p_{i}(x)$ on a Hilbert space $\mathscr{H}$, with some internal tensor or Lie structure indicated by the index $i$, and equal-time commutation relation (ETCR): $\left[q_{i}(x), p_{j}\left(x^{\prime}\right)\right]_{x_{0}=x_{0}^{\prime}}=i g_{i j} \delta^{3}\left(\underline{x}-\underline{x}^{\prime}\right)$, smear over a suitable test function space, say $\oplus_{i} \mathscr{S}^{(i)}(\mathbf{R})$ to obtain the form $(\cdot, \cdot)$ and the CCR: $\left[q_{x_{0}}(F), p_{x_{0}}(G)\right]=i(F, G)$. Let $\mathscr{Q}$ be the complexification of $\oplus_{i} \mathscr{S}^{(i)}(\mathbf{R})$ (or equivalently, its direct sum with itself) with the usual norm. Then a symplectic form
$B(F, G)=B\left(F_{1}+i F_{2}, G_{1}+i G_{2}\right):=\left(F_{1}, G_{2}\right)-\left(F_{2}, G_{1}\right)$
can be defined on it. Using
$W(F):=\exp \left(i p_{x_{0}}\left(F_{1}\right)\right) \exp \left(i q_{x_{0}}\left(F_{2}\right)\right) \exp \left[-i\left(F_{1}, F_{2}\right) / 2\right]$,
this defines a heuristic Weyl system:

$$
W(F) W\left(F^{\prime}\right)=W\left(F+F^{\prime}\right) \exp \left[-i B\left(F, F^{\prime}\right) / 2\right]
$$

which expresses the canonical structure. For commutation relations of the form $\left[A_{\mu}(x), A_{v}\left(x^{\prime}\right)\right]=i g_{\mu v} \Delta\left(x-x^{\prime}\right)$ we obtain a similar Weyl system. ${ }^{21}$ Abstractly, the procedure is as follows. ${ }^{20}$

Definition 4.1: Given a linear topological space $\mathscr{Q}$ with a sympletic form $B$ on it, let $\Delta(\mathscr{Q})$ be the normed *-algebra such that the following holds.
(i) The elements of $\Delta(\mathscr{Q})$ are complex-valued functions on $\mathscr{Q}$ with support consisting of a finite subset of $\mathscr{Q}$.
(ii) Let $\Delta(\mathscr{Q})$ have the obvious linear structure, and the multiplication law:

$$
\left(f_{1} f_{2}\right)(z):=\sum_{z_{1} \in \mathscr{Q}} f_{1}\left(z_{1}\right) f_{2}\left(z-z_{1}\right) \exp \left[\frac{-i B\left(z_{1}, z\right)}{2}\right]
$$

The involution is defined by $f^{*}(z):=\overline{f(-z)}$.
(iii) Define a norm in $\Delta(\mathscr{Q})$ by $\|f\|_{1}:=\Sigma_{z \in \mathscr{Q}}|f(z)|$. Denote the completion of $\Delta(\mathscr{Q})$ in this norm by $\Delta_{1}(\mathscr{Q})$.

The set of functions $\delta_{z}$ such that $\delta_{z}\left(z^{\prime}\right)=1$ if $z=z^{\prime}$, and zero otherwise, forms a linear basis for $\Delta(\mathscr{Q})$. Then the $C^{*}$ algebra of the CCR, $\overline{\Delta(\mathscr{Q})}$, is defined as the enveloping $C^{*}$ algebra of $\Delta_{1}(\mathscr{Q})$, i.e., the closure of the latter in the following $C^{*}$-norm $\|f\|:=\sup _{\pi \in P}\|\pi(f)\|$, where $P$ denotes the set of all nondegenerate representations of $\Delta_{1}(\mathscr{Q})$. Symplectic transformations $T$ on $\mathscr{Q}$ are defined as linear transformations which satisfy $B\left(T z, T z^{\prime}\right)=B\left(z, z^{\prime}\right) \forall z, z^{\prime} \in \mathscr{Q}$. These can all define automorphisms on $\overline{\Delta(\mathscr{Q})}$ by $\alpha\left[\delta_{z}\right]:=\delta_{T z}$. Denote the group of symplectic transformations on $\mathscr{Q}$ by $S(\mathscr{Q}, B)$.

The connection of $\overline{\Delta(\mathscr{Q})}$ with Weyl systems on $\{\mathscr{Q}, B\}$ is furnished by the result ${ }^{18}$ that there is a bijection between the nondegenerate representations $\pi \in P$ and the Weyl systems on $\{\mathscr{Q}, B\}$, and it is realized by the relation $W_{\pi}(F)=\pi\left(\delta_{F}\right), F \in \mathscr{Q}$.

Any linear Hermitian combination of $p_{i}, q_{i}$ and their derivatives can be specified through a particular element of the complexified test function space $\mathscr{Q}$. Thus if $\gamma$ is such a combination, and $C \in \mathscr{Q}$ is the element which specifies it, then we have a correspondence $\exp i \lambda \gamma \leftrightarrow \delta_{\lambda C}, \lambda \in \mathbb{R}$. So given a subspace $\mathscr{C} \subset \mathscr{Q}$ obtained from the heuristic constraints in this manner, the abstract constraint set (cf. 2.2) is defined as $\mathscr{U}:=\left\{\delta_{F} \mid F \in \mathscr{C}\right\}=\delta_{\mathscr{C}}$. The $T$ procedure is then carried through on this $L_{F}(\lambda):=\delta_{\lambda F}-1, F \in \mathscr{C}$, and $\omega \in \mathbb{S}_{D}$ iff $\left\langle\omega \mid \delta_{F} A\right\rangle=\langle\omega \mid A\rangle=\left\langle\omega \mid A \delta_{F}\right\rangle \forall A \in \mathscr{F}, F \in \mathscr{C}$, etc. With

$$
\nprec:=\{F \in \mathscr{Q} \mid B(F, C)=0 \quad \forall C \in \mathscr{C}\}
$$

we found that ${ }^{1} \delta_{\beta}=\delta_{\mathscr{Q}} \cap \mathscr{O}$. Clearly $C^{*}\left(\delta_{\mu}\right) \subseteq \mathscr{A}(L)^{\prime}$, and below we will show that $C^{*}\left(\delta_{\mu}\right)=\mathscr{A}(L)^{\prime}$. In this notation, $C^{*}(\cdot)$ means the $C^{*}$-algebra generated by its argument in the larger $C^{*}$-algebra under consideration (here $\mathscr{F}$ ). There may be additional elements to these in $\mathcal{O}$, of the form $\Sigma_{i} \alpha_{i} \delta_{F_{i}}$ with $F_{i} \notin / \ell \forall i$, but as it is very difficult to get our hands on these, we make the choice $\mathscr{O}_{c}=C^{*}\left(\delta_{k}\right)$ $=\mathscr{A}(L)^{\prime}$. Now $\mathscr{A}(L) \backslash \mathscr{O}_{c}$ does not affect $\mathscr{R}_{c}$, and hence we might as well require $\mathscr{A}(L) \subset \mathcal{O}_{c}$, i.e., $\mathscr{O} \subset h$. In this case $\mathscr{A}(L)$ is commutative. Then $\mathscr{D} \cap \mathscr{O}_{c}=\mathscr{A}(L) C^{*}\left(\delta_{\mu}\right)$, and so the chosen physical algebra is $\mathscr{R}_{c}=\mathscr{A}(L)^{\prime} /$
$\mathscr{A}(L) \mathscr{A}(L)^{\prime}$. In Ref. 1 we have not made this distinction between $\mathscr{O}$ and $\mathscr{O}_{c}$. Current work on a different problem proved $\mathscr{R}_{c}$ to be nontrivial, and to be simple if $\mathscr{C}$ is the degenerate part of $/ 2$ with respect to $B$.

First we show that $C^{*}\left(\delta_{\not / 2}\right)=\mathscr{A}(L)^{\prime}$.
Theorem 4.2: $\mathscr{A}(L)^{\prime}=C^{*}\left(\delta_{\mu}\right)$.
Proof: It suffices to show $\mathscr{A}(L)^{\prime} \subseteq C^{*}\left(\delta_{h}\right)$. Consider $A \in \mathscr{A}(L)^{\prime} \cap \Delta(\mathscr{Q})$. Then $A=\Sigma_{i}^{n} \lambda_{i} \delta_{F_{i}}, F_{i} \in \mathscr{Q}, \lambda_{i} \in \mathbb{C}, n<\infty$. Then

$$
\begin{aligned}
A \in \mathscr{A}(L)^{\prime} & \Rightarrow \Sigma_{i}^{n} \lambda_{i}\left[\delta_{F_{i}}, \delta_{C}\right]=0 \forall C \in \mathscr{C} \\
& \Rightarrow \Sigma_{i} \lambda_{i} \delta_{F_{i}+c} 2 \sin \frac{1}{2} B\left(F_{i}, C\right)=0 .
\end{aligned}
$$

Now as $\delta_{F}$ is a linear basis of $\Delta(\mathscr{Q})$, and $F_{i}+C=F_{j}$ $+C$ iff $F_{i}=F_{j}$, we get $B\left(F_{i}, C\right)=0 \quad \forall C \in \mathscr{C}$, and hence $F_{i} \in h$. Thus $A \in C^{*}\left(\delta_{\mu}\right)$, i.e.,

$$
\mathscr{A}(L)^{\prime} \cap \Delta(\mathscr{Q}) \subset C^{*}\left(\delta_{\beta}\right) \subset \mathscr{A}(L)^{\prime}
$$

By Ref. $20, \Delta(\mathscr{Q})$ is dense in $\mathscr{F}=\overline{\Delta(\mathscr{Q})}$, and hence any element in $\mathscr{F}$ can be reached as the limit of some Cauchy sequence in $\Delta(\mathscr{Q})$. So in order to prove that $C^{*}\left(\delta_{\mu}\right)=\mathscr{A}(L)^{\prime}$, we need to show that each element in $\mathscr{A}(L)^{\prime}$ can be reached by a Cauchy sequence in $\mathscr{A}(L)^{\prime} \cap \Delta(\mathscr{Q})$. Thus we wish to show that for any sequence $\left\{A_{j}\right\}_{j=1}^{\infty}$ converging to $H \in \mathscr{A}(L)^{\prime}$, where $A_{j}:=\Sigma_{i=1}^{n_{j}} \lambda_{i}^{j} \delta_{F_{i}} \in \Delta(\mathscr{Q})$ is such that $\left\|\pi\left(A_{j}\right)-\pi\left(A_{k}\right)\right\| \rightarrow 0$ for $j, k \rightarrow \infty \quad \forall \pi \in P:=$ set of nondegenerate representations of $\Delta_{1}(\mathscr{Q})$, there exists a similar sequence $\left\{B_{j}\right\}$, where $B_{j}:=\sum_{i=1}^{n_{j}} \gamma_{i}^{j} \delta_{F_{i}}$ such that all $F_{i} \in ん$, and this sequence converges to the same element $H \in \mathscr{A}(L)^{\prime}$. Assume that all the $F_{i}$ of all the terms of the sequences used here are united into a single set over which a single index ranges. Denote those $F_{i}$ in $/ \hbar$ by $P_{i}$, and those $F_{i}$ not in $/ \sim$ by $T_{i}$. Let $\left\{A_{j}\right\}$ be a Cauchy sequence in $\Delta(\mathscr{Q})$ converging to an $H \in \mathscr{A}\left(L^{\prime}\right)$. Then we can write

$$
A_{j}=\sum_{i} \lambda_{i}^{j} \delta_{F_{i}}=\sum_{i} \alpha_{i}^{j} \delta_{P_{i}}+\sum_{i} \beta_{i}^{j} \delta_{T_{i}}
$$

Then for $\pi \in P:\left\|\Sigma_{i} \beta_{i}^{j} \pi\left(\left[\mathscr{A}(L), \delta_{T_{i}}\right]\right)\right\| \rightarrow 0$ as $j \rightarrow \infty$, and hence for $L(C) \in \mathscr{A}(L), C \in \mathscr{C}$ we have

$$
\begin{aligned}
& \| \sum_{i}^{n_{j}} \beta_{i}^{j} \pi\left(\left[\delta_{C}, \delta_{T_{i}}\right]\right) \mid \\
& \quad=\left\|\left\lvert\, 2 i \sum_{i}^{n_{j}} \beta_{i}^{j} \pi\left(\delta_{C+T_{i}}\right) \sin \frac{1}{2} B\left(C, T_{i}\right)\right.\right\| \rightarrow 0
\end{aligned}
$$

as $j \rightarrow \infty, \forall \pi \in P$, and $\forall C \in \mathscr{C}$. Thus, $\forall C \in \mathscr{C}$,

$$
\begin{aligned}
\sum_{i, k}^{n_{j}} & \bar{\beta}_{i}^{j} \beta_{k}^{j} \sin \frac{1}{2} B\left(C, T_{i}\right) \sin \frac{1}{2} B\left(C, T_{k}\right) \\
& \times \rho_{\pi}\left(T_{k}-T_{i}\right) \exp (i / 2) B\left(T_{i}, T_{k}\right) \rightarrow 0
\end{aligned}
$$

as $j \rightarrow \infty$ for all generating functionals $\rho_{\pi}$. This is seen from $\|\pi(A)\|^{2}=\left\langle\xi_{0}\right| \pi\left(A^{*} A\right)\left|\xi_{0}\right\rangle$. Since only the $\beta$ 's depend on $j$, consider equality for the limits $\beta_{i}$. Moreover, if this equation holds for a particular $C \in \mathscr{C}$, it must hold for $\lambda C, \lambda \in \mathbb{R}$. Let $n_{j} \rightarrow n$ be arbitrary large but finite for the moment. So

$$
\begin{aligned}
& \sum_{i, k}^{n} \bar{\beta}_{i} \beta_{k} \rho_{\pi}\left(T_{k}-T_{i}\right) \exp \frac{i}{2} B\left(T_{i}, T_{k}\right) \\
& \quad \times \sin \frac{\lambda}{2} B\left(C, T_{i}\right) \sin \frac{\lambda}{2} B\left(C, T_{k}\right)=0,
\end{aligned}
$$

$\forall \lambda \in \mathbb{R}, C \notin \mathscr{C}$. Since $T_{i} \nsubseteq /, \exists C_{i} \in \mathscr{C}$ such that $B\left(C_{i}, T_{i}\right) \neq 0$. Take a suitable linear combination $C:=\Sigma_{i}^{n} \alpha_{i} C_{i}$ such that $\Gamma_{i}:=\frac{1}{2} B\left(C, T_{i}\right) \neq 0 \quad \forall i$. Then it may not be possible to distinguish all the $T_{i}$ through such elements $C \in \mathscr{C}$, i.e., it may be that there are values of $i$, say $l$ and $m$ for which $\Gamma_{l}=\Gamma_{m}$. This is the case if for instance $T_{l}-T_{m} \in h$. Moreover,

$$
\begin{aligned}
\Lambda_{i k}:= & \bar{\beta}_{i} \beta_{k} \rho_{\pi}\left(T_{k}-T_{i}\right) \\
& \times \exp (i / 2) B\left(T_{i}, T_{k}\right) \neq 0 \quad \forall i, k \leqslant n .
\end{aligned}
$$

So we wish to solve

$$
\Sigma_{i, k}^{n} \Lambda_{i k} \sin \left(\lambda \Gamma_{i}\right) \sin \left(\lambda \Gamma_{k}\right)=0 \quad \forall \lambda \in \mathbb{R}
$$

for $\Lambda_{i k}$, where $\Gamma_{i}$ are given nonzero numbers. Now ( $\Lambda$ ) is a positive definite $n \times n$ matrix because

$$
\begin{aligned}
\widetilde{\gamma} \Lambda \gamma & =\sum_{i, k}^{n} \bar{\gamma}_{i} \Lambda_{i k} \gamma_{k} \\
& =\sum_{i, k}^{n} \bar{\gamma}_{i} \bar{\beta}_{i} \gamma_{k} \beta_{k} \rho_{\pi}\left(T_{k}-T_{i}\right) \exp \frac{i}{2} B\left(T_{i}, T_{k}\right) \\
& =\left\langle\xi_{0}\right| \pi\left(\left(\sum_{i}^{n} \gamma_{i} \beta_{i} \delta_{T_{t}}\right)^{*}\left(\sum_{k}^{n} \gamma_{k} \beta_{k} \delta_{T_{k}}\right)\right)\left|\xi_{0}\right\rangle \geqslant 0,
\end{aligned}
$$

$\forall \gamma \in \mathbb{C}^{n}$. Hence $\Lambda$ defines a positive sesquilinear form on $\mathbb{C}^{n}$ by $(\gamma, \delta):=\tilde{\gamma} \Lambda \delta$. Then an application of the CauchySchwartz inequality, we find that if $\tilde{\gamma} \Lambda \gamma=0$, then $\tilde{\delta} \Lambda \gamma=0 \quad \forall \delta \in \mathbb{C}^{n}$. Hence we obtain

$$
\sum_{i, k}^{n} \Lambda_{i k} \gamma_{i} \sin \left(\lambda \Gamma_{k}\right)=0 \quad \forall \lambda \in \mathbb{R}, \quad \gamma \in \mathbb{C}^{n}
$$

By letting $\gamma$ vary over the usual basis of $\mathbb{C}^{n}$, we obtain the following system of equations:

$$
\Sigma_{k=1}^{n} \Lambda_{i k} \sin \left(\lambda \Gamma_{k}\right)=0 \quad \forall \lambda \in \mathbb{R}, \quad i \leqslant n
$$

By varying $\lambda$, we can very quickly overdetermine the $\Lambda_{i k}$ 's, and except for those values of $i$ corresponding to the $\Gamma_{m}$ which are not different from all the other $\Gamma_{i}$ 's, obtain $\Lambda_{i k}=0$. However if $X$ is an index set for which all $\Gamma_{i}$ 's are equal, then for those $\Lambda_{i k}$ it is only possible to say $\Sigma_{i \in X} \Lambda_{k i}$ $=0 \quad \forall k$. Now since it is not possible to specify with the given information what the sets $X$ are, in general we only say that $\Sigma_{i k}^{n} \Lambda_{i k}=0$. This means $\forall \pi \in P$,

$$
\begin{gathered}
\sum_{i, k}^{n} \bar{\beta}_{i} \beta_{k} \rho_{\pi}\left(T_{k}-T_{i}\right) \exp \frac{i}{2} B\left(T_{i}, T_{k}\right) \\
=\|\left.\pi\left(\sum_{i}^{n} \beta_{i} \delta_{T_{i}}\right)\right|^{2}=0
\end{gathered}
$$

and so $\Sigma_{i}^{n} \beta_{i} \delta_{T_{t}}=0$. With the necessary formal adaptations, this argument generalizes to $n=\infty$, and so $\Sigma_{i}^{n} \beta_{i}^{j} \delta_{T_{i}} \rightarrow 0$ as $j \rightarrow \infty$, i.e., $\left\{A_{j}\right\}_{j=1}^{\infty}$ converges to the same limit as

$$
\left\{\Sigma_{i}^{n_{i}} \alpha_{i}^{j} \delta_{P_{i}}\right\}_{j=1}^{\infty} \subset C^{*}\left(\delta_{/}\right)
$$

Therefore $\mathscr{A}\left(L^{\prime}\right)=C^{*}\left(\delta_{k}\right)$.
To conclude this general account of degenerate linear boson fields, we remark that if $G$ is the physical transformation group (containing the dynamics), then it is generally represented by symplectic transformations on $\mathscr{Q}$, i.e., $T$ : $G \rightarrow S(\mathscr{Q}, B)$, and we obtain the corresponding automorphisms on $\mathscr{F}$ by $\alpha_{g}\left(\delta_{F}\right):=\delta_{T_{s} F}$. Then for the constraints to be consistent with these automorphisms, it is sufficient to have $T_{G} \mathscr{C} \subset \mathscr{C}$, in which case it follows that $T_{G} h=h$.

Next we wish to demonstrate the existence of SW structures and wSW structures on the degenerate linear boson fields just described. First, consider the class of Fock representations. These representations $\pi_{i}: \mathscr{F} \mapsto B\left(\mathscr{H}_{i}^{F}\right)$ are associated to generating functionals $\rho_{i}$ on $\mathscr{Q}$ by

$$
\begin{equation*}
\rho_{i}(F)=\left\langle\xi_{0}\right| \pi_{i}\left(\delta_{F}\right)\left|\xi_{0}\right\rangle=\exp \left[-\frac{1}{4}(F, F)_{i}\right], \tag{*}
\end{equation*}
$$

where $(\cdot, \cdot)_{i}$ is an inner product on $\mathscr{Q}$ such that $\operatorname{Im}(\cdot, \cdot)_{i}=B(\cdot, \cdot)$, and $\xi_{0}$ is the cyclic element of $\mathscr{H}_{i}^{F}$. Given a generating functional $\rho_{i}$, it will through the expression (*) define a positive functional $\omega_{i}^{0}$ on $\Delta(\mathscr{Q})$. This will define a positive functional $\omega_{i}$ on $\mathscr{F}=\overline{\Delta(\mathscr{Q})}$ only if $\omega_{i}^{0}$ is continuous in the $C^{*}$-topology, i.e., if

$$
\rho_{i}(F)=\exp \left[-\frac{1}{4}(F, F)_{i}\right] \leqslant C\left\|\delta_{F}\right\|=C \in \mathbb{R}_{+} .
$$

This is only satisfied if $(F, F)_{i} \geqslant 0 \quad \forall F \in \mathscr{Q}$. In this case one finds that the GNS representation space of $\omega_{i}$ is isometrically equivalent to a Fock space constructed on the Hilbert space obtained from the completion of $\mathscr{Q}$ in the $(\cdot, \cdot)$ topology. However, it also indicates that in the IIP situation, we should expect problems in trying to execute a similar construction from generating functionals of the form $\rho_{i}$.

Starting from a IIP space, $\mathscr{H}_{i}^{(1)}=\left\{\mathscr{Q},\left(\cdot,^{\cdot}\right)_{i}\right\}$, Mintchev ${ }^{10}$ constructed a Fock-type IIP space, on which he could define a Weyl system such that its vacuum expectation value is exactly $\rho_{i}$, i.e.,

$$
\left\langle\xi_{0}\right| W(F)\left|\xi_{0}\right\rangle=\exp \left[-\frac{1}{4}(F, F)_{i}\right]=\rho_{i}(F) .
$$

Hence we expect some structure resembling the triplet $\mathscr{H}$, $\mathscr{H}^{\prime}, \mathscr{H}^{\prime \prime}$ of 3.3 to be present in $\mathscr{H}_{i}^{(1)}$ for a degenerate physical system. Now such a structure is already available in a degenerate linear boson field, in the form $\mathscr{H}_{i}^{(1)}, \not, \mathscr{C}$, and so in what follows we will demonstrate the existence of SW structures or wSW structures associated with IIP's $(\cdot, \cdot)_{i}$ on $\mathscr{Q}$ which satisfy

$$
(F, F)_{i} \geqslant 0 \quad \forall F \in h ; \quad(C, C)_{i}=0 \quad \forall C \in \mathscr{C} ;
$$

and

$$
\left(T_{g} F, T_{g} H\right)_{i}=(F, H)_{i} \forall F, H \in \mathscr{Q}, \quad g \in G
$$

Note that from the positivity on $/ \sim$ we can apply the CauchySchwartz inequality to get an equivalent condition for the second one: $(F, C)_{i}=0 \quad \forall F \in h, C \in \mathscr{C}$. Below we show a natural way for obtaining an indefinite functional $f_{i}$ on $\mathscr{F}$ from $\rho_{i}$ [defined from a $(\cdot, \cdot)_{i}$ as above], which will give the right SW structures. The uniqueness of the vacuum requirement will not be enforced.

Theorem 4.3: Given an IIP space $\left\{\mathscr{Q},(\cdot, \cdot)_{i}\right\}$ such that $(F, F)_{i} \geqslant 0 \quad \forall F \in h$ and $(C, C)_{i}=0 \quad \forall C \in \mathscr{C}$, the functional $\rho_{i}(F):=\exp \left[-\frac{1}{4}(F, F)_{i}\right]$ will define a state $\omega_{i}$ on $C^{*}\left(\delta_{/}\right)$ such that $\mathscr{D}=\overline{\mathscr{A}}(L) \mathscr{A}(\bar{L}) ' \subset$ Ker $\omega_{i}$. Moreover, if $\left(T_{g} F, T_{g} H\right)_{i}=(F, H)_{i} \quad \forall F, H \in /, g \in G$, then $\omega_{i}$ is $G$ invariant. On the other hand, if the symplectic transformation $S$ defines a gauge transformation $\beta \in$ Ker $T_{c}$ and ( $S T_{g} F$, $\left.S T_{g} H\right)_{i}=(F, H)_{i} \forall F, H \in h, g \in G$, then $\omega_{i}$ is $G$ invariant up to this gauge transformation $\beta$.

Proof: Since $\omega_{i}$ is continuous on a generating set of $C^{*}\left(\delta_{k}\right)$ by
$\omega_{i}\left(\delta_{F}\right):=\rho_{i}(F)=\exp \left[-\frac{1}{4}(F, F)_{i}\right] \leqslant 1=\left\|\delta_{F}\right\| \quad \forall F \in$ h, we get that $\rho_{i}$ will define the continuous linear functional $\omega_{i}$
on $C^{*}\left(\delta_{k}\right)$. First, we verify that $\omega_{i}$ is positive on $C^{*}\left(\delta_{k}\right)$. Now if we can show that $\omega_{i}$ is positive on a generating set of

$$
\mathscr{O}_{+}=\left(\mathscr{A}(L)^{\prime}\right)_{+}=C^{*}\left(\delta_{\mu}\right)_{+},
$$

then it will be positive on all convex combinations of those elements and their limits. The generating set of $\mathcal{O}_{+}$is

$$
\left\{A^{*} A\left|A=\sum_{i=1}^{\infty} \lambda_{i} \delta_{F_{i}}, \quad F_{i} \in h, \lambda_{i} \in \mathbb{C}, \quad \sum_{i}\right| \lambda_{i} \mid<\infty\right\} .
$$

Notation; $A_{n}:=\sum_{i=1}^{n} \lambda_{i} \delta_{F_{i}}, F_{i} \in h ;(F, F)_{i}=:(F)_{i}^{2}$, and the $(\cdot)_{i}$ is a prenorm on $h$. So we wish to show that $\omega_{i}\left(A_{n}^{*} A_{n}\right) \geqslant 0 \quad \forall n \in \mathbb{Z}_{+}$,

$$
\begin{align*}
\omega_{i}\left(A_{n}^{*} A_{n}\right)= & \sum_{k_{j}}^{n} \bar{\lambda}_{k} \lambda_{j} \exp \frac{i}{2} B\left(F_{k}, F_{j}\right) \\
& \times \exp \frac{-1}{4}\left(F_{j}-F_{k}\right)_{i}^{2} \geqslant 0 \tag{*}
\end{align*}
$$

$\forall \lambda_{k}, \forall F_{k} \in h$. Note that this is the twisted positivity condition for $\rho_{i}$, which is usually employed to characterize generating functions of the $C^{*}$-algebra of the CCR. ${ }^{18}$ If $(\cdot)_{i}$ were an ordinary norm on $h, \rho_{i}$ would be the generating function of an ordinary Fock state. The argument of the exponential in (**) is

$$
\text { (i/2) } \begin{aligned}
& B\left(F_{k}, F_{j}\right)-\frac{1}{4}\left(F_{j}-F_{k}\right)_{i}^{2} \\
= & (i / 2) B\left(F_{k}, F_{j}\right)-\frac{1}{4}\left(F_{k}-F_{j}, F_{k}-F_{j}\right)_{i} \\
= & (i / 2) B\left(F_{k}, F_{j}\right)-\frac{1}{4}\left[\left(F_{k}\right)_{i}^{2}+\left(F_{j}\right)_{i}^{2}-2 \operatorname{Re}\left(F_{k}, F_{j}\right)_{i}\right] \\
= & -\frac{1}{4}\left(F_{k}\right)_{i}^{2}-\frac{1}{4}\left(F_{j}\right)_{i}^{2}+\frac{1}{2}\left(F_{k}, F_{j}\right)_{i}
\end{aligned}
$$

since $B(\cdot, \cdot)=\operatorname{Im}(\cdot, \cdot)_{i}$. Hence we only need to show that $\exp \left(F_{k}, F_{j}\right)_{i}$ is a positive definite kernel on $\kappa \times \nless$ because $\lambda_{k}$ is arbitrary, and so can be redefined as

$$
\lambda_{k} \rightarrow \lambda_{k} \exp \left(-\frac{1}{4}\right)\left(F_{k}\right)_{i}^{2}
$$

Now $\exp \frac{1}{2}\left(F_{k}, F_{j}\right)_{i}$ is positive definite iff $\left(F_{k}, F_{j}\right)_{i}$ is (cf. Ref. 23, Theorem 2.2 p .74 ), and $(\cdot, \cdot)_{i}$ is certainly a positive definite kernel on $\kappa \times \kappa$. Thus $\omega_{i}\left(\mathcal{O}_{+}\right) \geqslant 0$. So it follows that $\omega_{i}$ is a state because $\omega_{i}(1)=\omega_{i}\left(\delta_{0}\right)=1$. To show $\mathscr{D} \subset \operatorname{Ker} \omega_{i}$, it suffices by the general theory of Sec. II to show that $\omega_{i}\left(\delta_{C}\right)=1 \forall C \in \mathscr{C}$, and this follows directly from $(C, C)_{i}=0 \forall C \in \mathscr{C}$ which is given. The last two assertions of the theorem follow from

$$
\begin{aligned}
\omega_{i}\left(\alpha_{g}\left(\delta_{F}\right)\right) & =\omega_{i}\left(\delta_{T_{g} F}\right) \\
& =\exp \left[-\frac{1}{4}\left(T_{g} F, T_{g} F\right)_{i}\right] \\
& =\exp \left[-\frac{1}{4}(F, F)_{i}\right]=\omega_{i}\left(\delta_{F}\right),
\end{aligned}
$$

and likewise

$$
\omega_{i}\left(\beta \alpha_{g}\left(\delta_{F}\right)\right)=\omega\left(\delta_{S T_{i} F}\right)=\omega_{i}\left(\delta_{F}\right)
$$

Hence on the physically relevant part of $\mathscr{F}, C *\left(\delta_{\beta}\right)$, we have obtained a perfectly acceptable $G$-invariant Dirac state $\omega_{i}$ from $\rho_{i}$. The structures on the nonphysical part, $\mathscr{F} \backslash C^{*}\left(\delta_{\mu}\right)$, can be altered according to convenience without affecting the physics. In what follows, we discard the information from the irregular part of $\rho_{i}$, i.e., $\rho_{i}(F) \forall F \notin /$, by extending the Dirac state $\omega_{i}$ to a $G$-invariant Hermitian functional $f_{i}$ on $\mathscr{F}$. The GNS representation of $f_{i}$ will define a SW structure according to the general theorems of the preceding section (e.g., 3.11). To do this we need the following lemmas.

Lemma 4.4: Given $C^{*}$-algebras $\mathscr{A} \subset \mathscr{B}$, and a set $\mathscr{L} \subset \mathscr{B}$, a continuous linear functional on $\mathscr{A}, f \in \mathscr{A}^{*}$ is extendible to a continuous linear functional $\tilde{f}$ on $\mathscr{B}$ with $\mathscr{L} \subset \operatorname{Ker} \tilde{f}$ iff,
(i) $[\mathscr{L}] \cap \mathscr{A} \subset \operatorname{Ker} f$, and
(ii) $\exists E \in \mathscr{A} \backslash \operatorname{Ker} f$ such that $E \oplus\left[\mathscr{L} \cup \mathscr{K}{ }_{E}\right]$
where

$$
\mathscr{K}_{E}:=\{A-f(A)[E / f(E)] \mid A \in \mathscr{A}\} .
$$

If $f$ is Hermitian, then $\tilde{f}$ can be chosen to be Hermitian too. Proof: Assume $\exists \tilde{f} \in \mathscr{B}{ }^{*}$ such that $\tilde{f} \mid \mathscr{A}=: f \in \mathscr{A}^{*}$ is nontrivial and $\mathscr{L} \subset \operatorname{Ker} \tilde{f}$. Now Ker $\tilde{f}$ is a closed linear space, and $\operatorname{Ker} f=\operatorname{Ker} \tilde{f} \cap \mathscr{A}$, hence $[\mathscr{L}] \cap \mathscr{A} \subset \operatorname{Ker} f$. Since $f$ is nontrivial, $\mathscr{A} \backslash \operatorname{Ker} f \neq \varnothing$. Choose any $E \in \mathscr{A} \operatorname{Ker} f$, then $\mathscr{K}_{E} \subset \operatorname{Ker} f$ because $\forall A \in \mathscr{A}$ :

$$
\begin{aligned}
0=f(A)-f(A) & =f(A)-f(A)[f(E) / f(E)] \\
& =f(A-f(A)[E / f(E)])
\end{aligned}
$$

Hence $\left[\mathscr{L} \cup \mathscr{K}_{E}\right] \subseteq \operatorname{Ker} \tilde{f}$. From $f=\tilde{f} \mid \mathscr{A}$ we see that $E \notin \operatorname{Ker} \tilde{f}$, and so $E \notin\left[\mathscr{L} \cup \mathscr{K}_{E}\right]$.

Conversely, assume $\exists f \in \mathscr{A}^{*}$, a set $\mathscr{L} \subset \mathscr{B}$ and an $E \in \mathscr{A} \backslash \operatorname{Ker} f$ such that $[\mathscr{L}] \cap \mathscr{A} \subset \operatorname{Ker} f$, and $E \notin \mathscr{L}_{E}$ $:=\left[\mathscr{L} \cup \mathscr{K}_{E}\right]$. Then we wish to show that $\exists \tilde{f} \in \mathscr{B}{ }^{*}$ such that $\mathscr{L} \subset \operatorname{Ker} f$ and $\tilde{f} \mid \mathscr{A}=f$. Now $E \notin \mathscr{L}_{E}$ implies that $\mathscr{L}_{E} \neq \mathscr{B}$, and hence the normed linear space $\mathscr{B} / \mathscr{L}_{E}$ is nontrival with the norm defined by $\left\|\xi_{A}\right\|:=\inf \{\| A$ $\left.+L \| \mid L \in \mathscr{L}_{E}\right\}$ where $\xi: \mathscr{B} \mapsto \mathscr{B} / \mathscr{L}_{E}$ is the canonical map. Then there is a bijection between the continuous linear functionals on $\mathscr{B} / \mathscr{L}_{E}$, and the continuous linear functionals on $\mathscr{B}$ with $\mathscr{L}_{E}$ in their kernels. Since $E \notin \mathscr{L}_{E}$, there are functionals $h \in\left(\mathscr{B} / \mathscr{L}_{E}\right)^{*}$ for which $h\left(\xi_{E}\right) \neq 0$, and these can be normalized to get $h\left(\xi_{E}\right)=f(E)$. Hence there are functionals $\tilde{f} \in \mathscr{B}^{*} \quad$ with $\mathscr{L}_{E} \subset \operatorname{Ker} \tilde{f}$ and $\tilde{f}(E)=f(E)$. So $\mathscr{L} \subset \mathscr{L}_{E} \subset \operatorname{Ker} \tilde{f}$, and $\mathscr{K}_{E} \subset \mathscr{L}_{E} \subset \operatorname{Ker} \tilde{f}$, i.e., $\forall A \in \mathscr{A}:$

$$
\begin{aligned}
0 & =\tilde{f}(A-f(A)[E / f(E)]) \\
& =\tilde{f}(A)-f(A)[\tilde{f}(E) / f(E)]=\tilde{f}(A)-f(A)
\end{aligned}
$$

that is, $\tilde{f}(A)=f(A) \quad \forall A \in \mathscr{A}$, i.e., $\tilde{f} \mid \mathscr{A}=A$.
If $f$ is Hermitian, we restrict our attention to real-valued functionals on the real linear space corresponding to the selfadjoint elements of the $C^{*}$-algebras. The argument above then carries over in a direct fashion.

Remark: If $f \in \mathscr{A}^{*}$ is positive, it may not be possible to get a positive extension $\tilde{f} \in \mathscr{B}{ }^{*}$ with $\mathscr{L} \subset \operatorname{Ker} \tilde{f}$. As an example to see this, we use Theorem 2.4. That is, specify a constraint set in $\mathscr{B} \backslash \mathscr{A}$ such that the linear space generated by it has only the trivial intersection $\{0\}$ with $\mathscr{A}$, but which does not satisfy the nontriviality condition of 2.4. Then there are no states vanishing on the constraints in $\mathscr{B}$.

For a $C^{*}$-algebra $\mathscr{F}$ with a group action $\alpha: G \rightarrow$ Aut $\mathscr{F}$ on it, denote

$$
\left(\alpha_{G}-\iota\right) \mathscr{F}:=\left\{\alpha_{g}(F)-F \mid g \in G, F \in \mathscr{F}\right\}
$$

Then a functional $f \in \mathscr{F} *$ is $G$ invariant iff[ $\left.\left(\alpha_{G}-\imath\right) \mathscr{F}\right]$ $\subset \operatorname{Ker} f$.

Corollary 4.5: Assume two $C^{*}$-algebras $\mathscr{A} \subset \mathscr{B}$, and an $\mathscr{A}$-preserving group action $\alpha: G \rightarrow$ Aut $\mathscr{B}$. Then all $G$-invariant Hermitian functional on $\mathscr{A}$ can be extended to $G$-invariant Hermitian functionals on $\mathscr{B}$ if

$$
\begin{equation*}
\left[\left(\alpha_{G}-\iota\right) \mathscr{B}\right] \cap \mathscr{A}=\left[\left(\alpha_{G}-\iota\right) \mathscr{A}\right] \tag{***}
\end{equation*}
$$

Proof: We wish to apply 4.4. Let $f$ be a nontrivial $G$ invariant functional on $\mathscr{A}$. Then $\forall E \in \mathscr{A} \backslash \operatorname{Ker} f$ we have $E \oplus\left[\left(\alpha_{G}-\iota\right) \mathscr{A} \cup \mathscr{K}_{E}\right] \subset \operatorname{Ker} f$, by arguments above. Assume also that the condition (***) of the theorem holds. In the notation of Lemma 4.4, take $\mathscr{L}=\left[\left(\alpha_{G}-\iota\right) \mathscr{B}\right]$. Then $[\mathscr{L}] \cap \mathscr{A}=\left[\left(\alpha_{G}-\imath\right) \mathscr{A}\right] \subset \operatorname{Ker} f$, and so Lemma 4.4(i) is satisfied. For Lemma 4.4(ii), note that $\mathscr{K}_{E} \subset \mathscr{A} \forall E \in \mathscr{A}$ $\backslash \operatorname{Ker} f$. Since $\mathscr{A}$ is a closed linear space, we can verify that $\left[\mathscr{L} \cup \mathscr{K}_{E}\right] \cap \mathscr{A}=\left[([\mathscr{L}] \cap \mathscr{A}) \cup \mathscr{K}_{E}\right]$. Hence we see from $E \oplus\left[\mathscr{L} \cup \mathscr{K}_{E}\right]$ iff $E \oplus\left[\mathscr{L} \cup \mathscr{K}_{E}\right] \cap \mathscr{A}$, that it is only necessary to show that $\exists E \in \mathscr{A} \backslash \operatorname{Ker} f$ such that $E \oplus\left[\left(\alpha_{G}\right.\right.$ $\left.-\imath) \mathscr{A} \cup \mathscr{K}_{E}\right]$. But as wesaw, all $E \in \mathscr{A} \backslash \operatorname{Ker} f \neq \varnothing$ will satisfy this.

Now for a constrained boson theory as above, we have $\mathscr{B}=\mathscr{F}=\overline{\Delta(\mathscr{Q})}, \mathscr{A}=C^{*}\left(\delta_{\mu}\right)$, and $\alpha_{g}\left(\delta_{F}\right)=\delta_{T_{g} F}$, and $T_{G} h=h$. To apply the preceding corollary, we need to show that

$$
\left[\left(\alpha_{G}-\imath\right) \overline{\Delta(\mathscr{Q})}\right] \cap C^{*}\left(\delta_{k}\right)=\left[\left(\alpha_{G}-t\right) C^{*}\left(\delta_{\mu}\right)\right]
$$

Since ( $\alpha_{g}-l$ ) is linear and continuous,

$$
\left[\left(\alpha_{G}-i\right) \overline{\Delta(\mathscr{Q})}\right]=\left[\left(\alpha_{G}-i\right) \delta_{\mathscr{Q}}\right]
$$

and

$$
\left[\left(\alpha_{G}-\imath\right) C^{*}\left(\delta_{h}\right)\right]=\left[\left(\alpha_{G}-\imath\right) \delta_{\mu}\right]
$$

A general element $A \in\left[\left(\alpha_{G}-\imath\right) \delta_{\mathscr{Q}}\right]$ is the limit of a Cauchy sequence of the form: $\left\{\Sigma_{i=1}^{n_{j}} \gamma_{i}^{j}\left(\delta_{T_{g_{i}} F_{i}}-\delta_{F_{i}}\right)\right\}_{j=1}^{\infty}$. The index $i$ here has taken into account all relevant elements of $\mathscr{Q} \times G$. Now in the proof of Theorem 4.2, we showed that given a Cauchy sequence $\left\{\Sigma_{i}^{n_{j}} \lambda_{i}^{j} \delta_{F_{1}}\right\}_{j=1}^{\infty}$ converging to an element in $C^{*}\left(\delta_{k}\right)$, that of the two Cauchy sequences obtained from its natural decomposition with respect to $h$ :

$$
\sum_{i}^{n_{j}} \lambda_{i}^{j} \delta_{F_{i}}=\sum_{i}^{n_{j}} \alpha_{i}^{j} \delta_{P_{i}}+\sum_{i}^{n_{j}} \beta_{i}^{j} \delta_{r_{i}}, \quad P_{i} \in h \ni T_{i}
$$

the second one converges to zero: $\left\{\Sigma_{i}^{n_{j}} \beta_{i}^{j} \delta_{T_{i}}\right\} \rightarrow 0$ as $j \rightarrow \infty$. Hence if $A \in\left[\left(\alpha_{G}-t\right) \delta_{\mathscr{Q}}\right] \cap C^{*}\left(\delta_{h}\right)$, then we decompose its converging sequence in the same manner. Since $T_{G} h=h$, we get that $\left(\delta_{T_{s} F}-\delta_{F}\right) \in \Delta(h)$ iff $F \in h$. So with the decomposition

$$
\begin{aligned}
\sum_{i}^{n_{j}} \gamma_{i}^{j}\left(\delta_{T_{g_{i}} F_{i}}-\delta_{F_{t}}\right)= & \sum_{i}^{n_{j}} \alpha_{i}^{j}\left(\delta_{T_{g_{i} P_{i}}}-\delta_{P_{i}}\right) \\
& +\sum_{i}^{n_{j}} \beta_{i}^{j}\left(\delta_{T_{g_{i}}} T_{i}-\delta_{T_{i}}\right)
\end{aligned}
$$

where $P_{i} \in \leftrightharpoons \nexists T_{i}$, we get that the limit of $\Sigma_{i}^{n_{j}} \alpha_{i}^{j}\left(\delta_{T_{8,} P_{i}}-\delta_{P_{i}}\right)$ is also $A$. Hence $\left[\left(\alpha_{G}-t\right) \delta_{\mathscr{G}}\right] \cap C^{*}\left(\delta_{h}\right)=\left[\left(\alpha_{G}-t\right) \delta_{h}\right]$, and so all $G$-invariant Hermitian functionals on $\mathscr{O}_{c}$ $=C^{*}\left(\delta_{\mu}\right)$ can be extended to $G$-invariant Hermitian functionals on $\mathscr{F}=\overline{\Delta(\mathscr{Q})}$.

Proposition 4.6: Given a degenerate boson field as above, and IIP $(\cdot, \cdot)_{i}$ on $\mathscr{Q}$ which satisfies $(F, F)_{i} \geqslant 0 \quad \forall F \in h$ and $(C, C)_{i}=0 \quad \forall C \in \mathscr{C}$, it will define an SW structure if in addition $\left(T_{g} F, T_{g} H\right)_{i}=(F, H)_{i} \quad \forall F, H € h, g \in G$, and it will de-
fine a wSW structure if $\left(S T_{g} F, S T_{g} H\right)_{i}=(F, H)_{i}$ $\forall F, H \in h, g \in G$, where the symplectic transformation $S$ defines a gauge automorphism on $\mathscr{F}$.

Proof: This is simply obtained by constructing $\omega_{i}$ by 4.3 , extending it to $f_{i}$ by the remarks following 4.5 , and applying 3.11 to $f_{i}$ for a SW structure. (Put $x_{0}=\mathbb{1}, J=\mathscr{F}, F=1$.) For a wSW structure, the extension lemma above adapts easily, and we obtain the result on application of 3.17.

It is possible to define IIP's $(\cdot, \cdot)_{i}$ by employing the operators $J_{i} \in S(\mathscr{Q}, B)$ which satisfy $J_{i}^{2}=-I$. This is done as follows: $(F, H)_{i}:=B\left(F, J_{i} H\right)+i B(F, H)$. By an extension of the usual nomenclature, $J_{i}$ is called a complex structure.

The first example of an application of the theory above that we present is that of a one-dimensional scalar boson constrained to live only in a periodic set of intervals. Hence we make the following choices:

$$
\begin{aligned}
& \mathscr{Q}=\mathscr{S}^{2}(\mathbf{R}), \quad B(F, G)=\int\left(F_{1} G_{2}-F_{2} G_{1}\right), \\
& \mathscr{F}=\overline{\Delta(\mathscr{Q})},
\end{aligned}
$$

where $F=\left(F_{1}, F_{2}\right)$. In order to define the constraint set $\mathscr{C}$, define the intervals $I_{n}:=[2 n b,(2 n+1) b] \subset \mathbb{R}, b \in \mathbb{R}^{+}$ fixed, $n \in \mathbb{Z}, I:=\cup_{n \in Z_{+}} I_{n}$ and the set

$$
\mathscr{M}:=\left\{f \in \mathscr{S}(\mathbb{R}) \mid \exists n \in \mathbb{Z} \text { such that } \operatorname{supp} f \subset I_{n}\right\}
$$

Then the constraint set is defined as $\mathscr{C}=(0, \mathscr{M})$, so that one finds $h=\left(\mathscr{M}^{\perp}, \mathscr{S}(\mathbb{R})\right)$, where

$$
\mathscr{M}^{\perp}:=\left\{f \in \mathscr{P}(\mathbb{R}) \mid \operatorname{supp} f \oplus I_{n} \quad \forall n \in \mathbb{Z}^{+}\right\} .
$$

Define physical transformations as the jumps between admissible intervals, but to the same relative position in the new interval:

$$
d_{k} F:=\left(F_{1}(x+2 k b), F_{2}(x+2 k b)\right), \quad k \in \mathbb{Z}
$$

These transformations are clearly symplectic, preserve $\mathscr{C}$, and hence are physical. In order to demonstrate the existence of an SW structure for this model, we apply Proposition 4.6, i.e., we wish to find a complex structure $J$ which satisfies the conditions:

$$
\begin{aligned}
& B(F, J G)=B(G, J F) \quad \forall F, G \in \mathscr{Q} ; \quad J^{2}=-1, \\
& B(F, J C)=0 \forall F \in h \quad \forall C \in \mathscr{C} ; \quad B(F, J F) \geqslant 0 \quad \forall F \in h, \\
& B(F, J F)=B\left(d_{k} F, J d_{k} F\right) \quad \forall F \in \mathscr{Q} .
\end{aligned}
$$

With the definition

$$
P(x):= \begin{cases}1, & \text { if } x \in I \\ 0, & \text { if } x \notin I\end{cases}
$$

the complex structure

$$
J=\left(\begin{array}{cc}
i P & P-1 \\
1-P & -i P
\end{array}\right)
$$

will satisfy all the requirements. As the verification is straightforward, we leave these to the reader.

As a final example, we present electromagnetism in the Landau gauge. Rideau ${ }^{24}$ has already constructed a wSW structure in the heuristic framework, and the algebraic part of the theory has been cast into exact $C^{*}$-algebraic language by Carey and Hurst. ${ }^{19}$ Very little additional work is required to fit it into the present framework, apart from identifying the corresponding concepts. We present some of the details.

As in Ref. 19, the field algebra $\mathscr{F}_{\mathrm{L}}$ for the Landau gauge is set up over momentum space. Let $\mathscr{S}:=\left\{\mathrm{C}^{4}\right.$-valued, $C^{\infty}$ functions of fast decrease on $\left.\mathbb{R}^{4}\right\}$. The Fermi symplectic form is

$$
B(f, g):=\int d^{4} k \delta^{+}\left(k^{2}\right)\left[f^{\mu} \bar{g}_{\mu}-\bar{f}^{\mu} g_{\mu}\right]
$$

where $\delta^{+}\left(k^{2}\right):=\delta\left(k_{0}-|\underline{k}|\right) / 2|\underline{k}|$. Let

$$
C_{+}:=\left\{k \in \mathbb{R}^{4} \mid k^{2}=0, k_{0}>0\right\}
$$

be the positive frequency light cone without the origin. In order to make $B$ nondegenerate on $\mathscr{S}$, one normally factors out the off- $C_{+}$parts of the elements of $\mathscr{S}$. The Landau symplectic form is defined as

$$
B_{\mathbf{L}}\left(f, f^{\prime}\right):=B\left(Z f, Z f^{\prime}\right)
$$

where

$$
(Z f)_{\mu}(k):=f_{\mu}(k)+\frac{k_{\mu}}{2 k_{0}}\left[\frac{k_{v} f^{\nu}(k)}{2 k_{0}}-\frac{\partial}{\partial k_{0}}\left(k^{\nu} f_{v}(k)\right)\right] .
$$

This corresponds to the usual heuristic expression. ${ }^{24}$ Clearly due to the last term, $B_{\mathrm{L}}$ involves more of the Cauchy data than does $B$. In order to make $B_{\mathrm{L}}$ nondegenerate, define

$$
\varphi: f \rightarrow \varphi_{\mu}^{f}(\underline{k}):=(Z f)_{\mu} \mid C_{+}
$$

Then the test function space on which we choose to set up the $C^{*}$-algebra of the CCR's is $\mathscr{Q}=\mathscr{S} / \operatorname{Ker} \varphi$, and $B_{\mathrm{L}}$ is nondegenerate on $\mathscr{Q}$. Hence take $\mathscr{F}_{\mathrm{L}}:=\overline{\Delta\left(\mathscr{Q}, \bar{B}_{\mathrm{L}}\right)}$ as in Manuceau. ${ }^{20}$ As smearing is done as usual, the elements $f_{\mu}(k)=k_{\mu} f(k) \in \mathscr{S}$ will correspond to $\partial^{\mu} A_{\mu}(x)$, and so since one finds that $k_{\mu} f(k) \in \operatorname{Ker} \varphi \quad \forall f(k)$, the transversality condition $\partial^{\mu} A_{\mu}(x)=0$ holds as an operator condition on $\mathscr{F}_{\mathrm{L}}$. This is one example of how to treat an algebraic condition (cf. Sec. II).

In order to define a $C^{*}$-degenerate system in $\mathscr{F}_{\mathrm{L}}$, note that in Ref. 2 the Maxwell equations are imposed as state conditions. Hence we would prefer our specified constraint set to contain these. The set of test functions

$$
\left\{\left(k_{\mu} k^{\nu}-k^{2} \delta_{\mu v}\right) f_{v}(k) \mid f \in \mathscr{S}\right\}
$$

will correspond to $F_{\mu \nu}{ }^{, v}(x)$ after smearing. Now

$$
\begin{aligned}
& Z\left(k_{\mu} k^{\nu}-k^{2} \delta_{\mu \nu}\right) f_{\nu}(k) \mid C_{+} \\
& \quad=-Z k^{2} f_{\mu}\left|C_{+}=k_{\mu} k^{\nu} f_{\nu}\right| C_{+}
\end{aligned}
$$

Hence, following the literature, we take as constraints all equivalence classes of functions $f \in \mathscr{S}$ such that $Z f \mid C_{+}$ $=\varphi_{\mu}^{f}(\underline{k})=k_{\mu} \xi(\underline{k})$, where $k_{0}=|\underline{k}|$. Call this set $\mathscr{C}$. Then the observables $\mathcal{O}$ will be generated by

$$
\begin{aligned}
& h:=\left\{f \in \mathscr{Q} \mid B_{\mathrm{L}}\left(f, f^{\prime}\right)=0 \quad \forall f^{\prime} \in \mathscr{C}\right\} \\
& B_{\mathrm{L}}\left(f, f^{\prime}\right)=B\left(Z f, k_{\mu} \xi(\underline{k})\right) \\
& \quad=\operatorname{Im} \int_{C_{+}} \frac{d^{3} k}{2|\underline{k}|}\left[\varphi_{\mu}^{f}(\underline{k}) k^{\mu \bar{\xi}}(\underline{k})\right]=0,
\end{aligned}
$$

for all functions $\xi(\underline{k})$, and this will be the case if $\varphi_{\mu}^{f}(\underline{k}) k^{\mu}=0, k_{0}=|\underline{k}|$. Take the set of equivalence classes of such $f$ 's to be $\bar{h}$. By the definition of $Z, f \in h$ iff $k_{\mu} f^{\mu} \mid C_{+}=0$. Clearly $\mathscr{C} C_{\text {/. In Ref. } 2 \text { Strocchi and Wight- }}$ man required that $F_{\mu \nu} \in \mathcal{O}$. Let $f_{\mu \nu}$ be an antisymmetric tensor function. Then $2 k_{v} f^{\mu v}$ corresponds to $F^{\mu v}$, i.e., $F(f)=A\left(2 k_{v} f^{\mu \nu}\right)$. Then $\left(Z 2 k_{\nu} f^{\mu \nu}\right)^{\lambda} k_{\lambda} \mid C_{+}=0$ follows
easily, which verifies $F_{\mu \nu} \in \mathcal{O}$. Through the definition of $Z$ one also gets that if $f \in \mathscr{C}$, then $f_{\mu}(\underline{k})=k_{\mu} \gamma(\underline{k}) \mid C_{+}$for a specific $\gamma(\underline{k})$, related to $\xi(\underline{k})$.

Now that $\mathscr{C}$ and $/ \hbar$ are specified, and contain the right objects, the Poincaré transformations still need to be defined. These are given on $\mathscr{Q}$ as

$$
\left(U_{g} f\right)(k)=e^{i a \cdot k} \Lambda f\left(\Lambda^{-1} k\right)
$$

where $g=L(\Lambda, a)$ is in the orthochronous Poincaré group. These transformations translate on the $\varphi^{f}$ 's using $\left(U_{g}^{\prime} \varphi^{f}\right)_{\mu}(\underline{k})=\varphi_{\mu}^{U_{s} f}(\underline{k})$ to $^{24}$

$$
\left.\left.\begin{array}{rl}
U_{g}^{\prime} \varphi_{\mu}^{f}(\underline{k})= & e^{i a \cdot k}\left\{\Lambda_{\mu}^{v} \varphi_{v}^{f} \underline{\left(\Lambda^{-1} k\right)}-\frac{k_{\mu}}{2|\underline{k}|}\right. \\
& \times\left[\Lambda_{i}^{0}\left(\frac{\partial \omega^{f}}{\partial k_{i}}\right) \underline{\left(\Lambda^{-1} k\right)}+i a_{0} \omega^{f}\left(\Lambda^{-1} k\right)\right.
\end{array}\right]\right\},
$$

where $k_{0}=|\underline{k}|$, and $\omega^{f}(\underline{k}):=k^{\mu} \varphi_{\mu}^{f}(\underline{k})=k^{\mu} f_{\mu}(\underline{k})$. One easily checks that $U_{g}$ respects $\operatorname{Ker} \varphi$, hence is defined on $\mathscr{Q}$, and that it is symplectic. Moreover, if $\varphi_{\mu}^{f}(\underline{k})=k_{\mu} \xi(\underline{k})$, then $\varphi_{\mu}^{U_{\varepsilon} f}(\underline{k})=k_{\mu} e^{i a \cdot k} \xi\left(\Lambda^{-1} k\right)$, i.e., $U_{g}$ preserves $\mathscr{C}$, i.e., $\alpha_{g} \in \Upsilon$, where $\alpha_{g}$ is the automorphism on $\mathscr{F}_{\mathrm{L}}$ defined by $U_{g}$.

Now in order to find the structures according to Proposition 4.6, it is simple just to adapt the existing structures in Ref. 24 to this context. The rigorous existence of a wSW structure for the Landau gauge will be demonstrated if we can exhibit an indefinite inner product $\langle\cdot, \cdot\rangle$ on $\mathscr{Q}$ such that $\left\langle T_{\beta} U_{g} f, T_{\beta} U_{g} f^{\prime}\right\rangle=\left\langle f, f^{\prime}\right\rangle \quad \forall f, f^{\prime} \in \mathscr{Q}$, where $T_{\beta}$ is a symplectic transformation defining a gauge transformation $\beta$, and

$$
\langle f, C\rangle=0 \quad \forall f \in h, \quad C \in \mathscr{C} ; \quad\langle f, f\rangle \geqslant 0 \quad \forall f \in / h
$$

Such an inner product is given by ${ }^{24}$

$$
\left\langle f, f^{\prime}\right\rangle=\int \frac{d^{3} k}{|\underline{k}|}\left[-f_{\mu}(\underline{k}) \overline{f^{\prime \mu}(\underline{k})}-\frac{\omega^{f}(\underline{k}) \overline{\omega^{f^{\prime}}(\underline{k})}}{2|\underline{k}|^{2}}\right]
$$

which is non-negative if $f=f^{\prime}$ and $k^{\mu} f_{\mu} \mid C_{+}^{-}=0$ because spacelike photons are not admitted into the theory, and it is zero if $k^{\mu} f_{\mu} \mid C_{+}=0$ and $f_{\mu}^{\prime}(\underline{k})=k_{\mu} \xi(\underline{k})$. Now $\langle\cdot, \cdot\rangle$ can be derived from the Poincaré invariant inner product $-\varsigma\left(d^{3} k /|\underline{k}|\right) f_{\mu}(\underline{k}) \overline{f^{\prime \mu}(\underline{k})}$ by the gauge transformation

$$
f_{\mu}(\underline{k}) \rightarrow f_{\mu}(\underline{k})+k_{\mu} k^{v} f_{v}(\underline{k}) / 4 k_{0}^{2} .
$$

As the invariant inner product is evaluated on $C_{+}$, this is not required in the gauge transformation. One easily verifies that the gauge transformation is symplectic, and its associated automorphism on $\mathscr{F}$ is in Ker $T_{c}$. Hence $\langle\cdot, \cdot\rangle$ is Poincaré invariant up to this gauge transformation. So, on considering the relevant expressions above, we find that we have shown the existence of a wSW structure.

## V. CONCLUDING REMARKS

While the structure of IIP theories are modelled on the Gupta-Bleuler version of electromagnetism, the current theory does not as yet have enough machinery to deal with it. The reason for this is that the constraints $\chi$ used in GuptaBleuler electromagnetism are non-Hermitian, and it is therefore not possible to define elements in the linear field algebra corresponding to $\exp (i \lambda \chi)$, neither can we use the Hermitian parts of $\chi$. On the other hand, the logical choice $\exp \left(i \lambda \chi^{*} \chi\right)$ for the constraint is nonlinear in its argument, and hence cannot be defined as an element in the linear field algebra. It is therefore necessary to develop a general theory of outer constraints, i.e., the constraints imposed are not contained in the field algebra in contrast to the situation above. This problem has already been solved separately, and will be submitted for publication soon. The theory above shifted neatly into place, and provided an acceptable $C^{*}$ field theory of the Gupta-Bleuler situation.
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#### Abstract

In geometric quantization it is well known that, if $f$ is an observable and $F$ a polarization on a symplectic manifold ( $M, \omega$ ), then the condition " $X_{f}$ leaves $F$ invariant" (where $X_{f}$ denotes the Hamiltonian vector field associated to $f$ ) is sufficient to guarantee that one does not have to compute the BKS kernel explicitly in order to know the corresponding quantum operator. It is shown in this paper that this condition on $f$ can be weakened to " $X_{f}$ leaves $F+F^{\dagger}$ invariant" and the corresponding quantum operator is then given implicitly by formula (4.8); in particular when $F$ is a (positive) Kähler polarization, all observables can be quantized "directly" and moreover, an "explicit" formula for the corresponding quantum operator is derived (Theorem 5.8). Applying this to the phase space $\mathbb{R}^{2 n}$ one obtains a quantization prescription which resembles the normal ordering of operators in quantum field theory. When we translate this prescription to the usual position representation of quantum mechanics, the result is (among others) that the operator associated to a classical potential is multiplication by a function which is essentially the convolution of the potential function with a Gaussian function of width $\hbar$, instead of multiplication by the potential itself.


## I. PRELIMINARIES

In Secs. I-III we give a brief summary of geometric quantization, mainly to fix the notation; for more details the reader is referred to Refs. 1-3.

Suppose ( $M, \omega$ ) is a symplectic manifold; denote by $X_{f}$ the Hamiltonian vector field associated to the function $f$ : $M \rightarrow \mathbb{R}$, defined by $i_{X f} \omega+d f=0$. Let $L \rightarrow M$ be the prequantization line bundle over $M$ with connection $\nabla$ and compatible Hermitian form ( , ) such that $\operatorname{curv}(\nabla)=\omega / \hbar$ [we suppose that ( $M, \omega$ ) satisfies the quantization condition].

Let $F$ be a (positive) polarization, i.e., $F$ is a complex distribution of constant complex dimension $n=\frac{1}{2} \operatorname{dim}(M)$ satisfying
(i) $\exists k \in \mathbb{N}, 0 \leqslant k \leqslant n: \operatorname{dim}_{\mathbb{C}}\left(F \cap F^{\dagger}\right)=k \quad\left({ }^{\dagger}\right.$ denotes complex conjugation),
(ii) $\forall m \in M$ there exists a neighborhood $U$ such that
(a) $\exists z^{1}, \ldots, z^{n}: U \rightarrow \mathbb{C}: X_{z^{1}}, \ldots, X_{n}$ span $F$ on $U$, and $\left\{z^{i}, z^{j}\right\}=0(\{$,$\} denotes the Poisson$ bracket),
(b) $\exists w^{1}, \ldots, w^{k}: U \rightarrow \mathbb{C}: X_{w^{1}}, \ldots, X_{w^{k}} \operatorname{span} F \cap F^{\dagger}$ on $U$,
(iii) $\forall v \in F_{m}: i \cdot \omega\left(v, v^{\dagger}\right) \geqslant 0$ (positivity).

If $F$ is a polarization then there exists by definition a real foliation $D$ such that $D^{\text {C }}=F \cap F^{\dagger}$; it follows that there exists another real foliation $E$ such that $E^{\mathrm{C}}=F+F^{\dagger}$, $E^{\perp}=D, D^{\perp}=E$ (orthoplement with respect to $\omega$ ). We suppose that the quotient space $M / D$ admits a manifold structure such that the canonical projection $\pi: M \rightarrow M / D$ is a submersion. The image $\pi_{*} E$ in $M / D$ is a foliation of even dimension and $F$ induces a complex structure on the leaves of $\pi_{*} E$ such that the following description holds: $X_{z} \in F \Leftrightarrow z$ is a function on $M / D$, holomorphic on the leaves of $\pi_{*} E$.

Define $R^{F}$ to be the principal GL( $n, \mathrm{C}$ ) bundle over $M$ of all $F$ frames and suppose there exists a principal $\operatorname{ML}(n, \mathbb{C})$ bundle $R^{\sim F}$ over $M$ and a 2-1 bundle covering pr of $R^{\sim F}$ over $\boldsymbol{R}^{F}$, where $\operatorname{ML}(n, \mathbb{C})$ is the metalinear group with
projection $p: \quad \operatorname{ML}(n, \mathbb{C}) \rightarrow \mathrm{GL}(n, \mathbb{C})$; we denote by $\lambda: \operatorname{ML}(n, \mathbb{C}) \rightarrow \mathbb{C}$ the well-defined map which represents the "square root of det," i.e., $\lambda(g)= \pm \sqrt{ } \operatorname{det}(p(g))$. Under the assumption that $R^{\sim F}$ exists, $B^{\sim F}$ will denote the bundle of ( $-\frac{1}{2}$ )-F-forms, which is the $\mathbb{C}$-line bundle over $M$ associated with the principal bundle $R^{\sim F}$ by the representation $\lambda$. The sections $v$ of $B^{\sim F}$ can be identified with functions $v$ on $R^{\sim F}$ with the transformation property

$$
\begin{align*}
v(a \cdot g)= & v(a) \cdot \lambda(g)^{-1}= \pm v(a) \cdot(\sqrt{ } \operatorname{det}(p(g)))^{-1} \\
& \text { for } a \in R^{\sim F}, g \in \operatorname{ML}(n, \mathbb{C}), p(g) \in \operatorname{GL}(n, \mathbb{C}) \tag{1.1}
\end{align*}
$$

On $B \sim^{\sim F}$ there exists a partial (i.e., defined for vectors $v \in F$ only) flat connection $\nabla$, and with these ingredients we define the quantum bundle (QB) with partial connection $\nabla$ by

$$
\mathrm{QB}=L \otimes B^{\sim F}, \quad " \nabla=\left.\nabla\right|_{L}+\left.\nabla\right|_{B \sim F} . "
$$

By an $F$-constant section $\Psi$ of QB we will mean a section which satisfies $\forall \xi \in F: \nabla_{\xi} \Psi=0$; the same convention holds for sections of $L$ and $B{ }^{\sim F}$.

Since the Hilbert space constructed by geometric quantization consists of $F$-constant sections of QB, we will investigate these sections in more detail; in Sec. III the Hilbert space and the inner product will be defined more precisely.

By using refinements of covers one can always construct a cover $\left\{U_{\alpha} \mid \alpha \in A\right\}$ of $M$ satisfying the following conditions.
(i) It trivializes the bundles, $L, R^{F}, R^{\sim F}, B^{\sim F}$ and QB simultaneously.
(ii) On $U_{\alpha}$ there exists a symplectic potential $\vartheta_{\alpha}: d \vartheta_{\alpha}=\omega$ and the connection $\nabla$ on $L$ is given by

$$
\begin{equation*}
\nabla_{\xi} s_{\alpha}=\xi s_{\alpha}-(i / \hbar) \vartheta_{\alpha}(\xi) s_{\alpha}, \tag{1.2}
\end{equation*}
$$

where the function $s_{\alpha}$ represents a local section of $L$ over $U_{\alpha}$ ( this follows from the construction of $L$; the transition functions of $L$ are related to the exact one-forms $\vartheta_{\alpha}-\boldsymbol{\vartheta}_{\beta}$ ).
(iii) There exist $r^{1}, \ldots, r^{k}: U_{\alpha} \rightarrow \mathbb{R}$ and $z^{k+1}, \ldots, z^{n}: U_{\alpha} \rightarrow \mathbb{C}$ such that $X_{r^{\prime}}, \ldots, X_{r^{k}}$ span $D$,
$X_{r^{1}}, \ldots, X_{r^{k}}, X_{z^{k+1}}, \ldots, X_{z^{n}} \equiv X_{r^{1}}, \ldots, X_{z^{n}}$ span $F$ and the frame ( $X_{r^{\prime}}, \ldots, X_{z^{n}}$ ) corresponds to the identity $\in \mathrm{GL}(n, \mathbb{C})$ in the local trivialization of $R^{F}$ (the existence of these functions follows from the definition of a polarization).
The elements of $R^{\sim F}$ are called metaframes, so to each $F$ frame $\left(\xi_{1}, \ldots \xi_{n}\right)$ correspond two metaframes called ( $\xi_{1}, \ldots, \xi_{n}$ ) (remember that pr: $R^{\sim F} \rightarrow R^{F}$ is a $2-1$ covering). Whenever we need to define exactly which metaframe we have to use, we will specify it; in particular the metaframe $\left(X_{r^{\prime}}, \ldots, X_{z^{n}}\right)^{\sim}$ represents the identity in $\operatorname{ML}(n, \mathbb{C})$ in the same way as $\operatorname{pr}\left(\left(X_{r^{\prime}}, \ldots, X_{z^{n}}\right)^{\sim}\right) \equiv\left(X_{r^{\prime}}, \ldots, X_{z^{n}}\right)$ represents the identity in GL ( $n, \mathbb{C}$ ) [see condition (iii)].

We will call a cover $\left\{U_{\alpha} \mid \alpha \in A\right\}$ a nice cover if it also satisfies a final condition.
(iv) For each $\alpha \in A$ there exists a local $F$-constant section $\Psi^{\alpha}$ of QB over $U_{\alpha}$ which is nowhere zero on $U_{\alpha}$.

Remark: If $\left\{U_{a} \mid \alpha \in A\right\}$ is a cover satisfying conditions (i)-(iii) then the local trivializations $v^{\alpha}$ of $B{ }^{\sim F}$, defined by

$$
\begin{equation*}
v^{\alpha}(\operatorname{id} \in \operatorname{ML}(n, \mathbb{C}))=1 \Leftrightarrow v^{\alpha}\left(\left(X_{r^{\prime}}, \ldots, X_{z^{n}}\right)^{-}\right)=1 \tag{1.3}
\end{equation*}
$$

are $F$-constant sections, hence the search for $F$-constant local sections of QB can be reduced to the search for $F$-constant local sections of $L$.

It is well known that two $F$-constant sections $\Psi$ and $\chi$ of QB differ locally by a function on $M / D$ (better: a function constant on the leaves of $D$ ) which is holomorphic on the leaves of $\pi_{*} E$. Hence if $F$ is a positive Kähler polarization (i.e., $D=\{0\}_{\Leftrightarrow} \Leftrightarrow k=0$ ) then $M / D=M, \pi_{*} E=E$, and $F$ induces a complex structure on $M$ turning it into a Kähler manifold. The existence of a nice cover with local $F$-constant sections of QB tells us that QB is a holomorphic line bundle (i.e., on $U_{\alpha} \cap U_{\beta}$ the $\Psi^{\alpha}$ and $\Psi^{\beta}$ differ by the transition function which is holomorphic and nonvanishing since $\Psi^{\alpha}$ and $\Psi^{\beta}$ are both $F$ constant and nonvanishing). It follows that the Hilbert space (which we will define in Sec. III) consists of holomorphic sections of QB .

In the general case ( $F$ not Kähler) one can sometimes construct a $\mathbb{C}$-line bundle over $M / D$ which is holomorphic on the leaves of $\pi_{*} E$, but success is not guaranteed (e.g., the circular polarization on $\mathbb{R}^{2} \backslash\{0\}$ ).

## II. THE BKS KERNEL

In this section we will give a heuristic definition of the BKS kernel (named after Blattner, Kostant, and Sternberg); for a more thorough definition using the metaplectic bundle we refer the reader to Ref. 2.

Suppose $F$ and $F^{\prime}$ are two polarizations for which there exist two real foliations (of constant dimension) $D^{\wedge}$ and $E^{\wedge}$ satisfying
(i) $F^{\dagger} \cap F^{\prime}=D^{\wedge \mathbb{C}}$,
(ii) $F^{\dagger}+F^{\prime}=E^{\wedge \mathbb{C}}$,
(iii) $M / D^{\wedge}$ has a manifold structure and $\pi: M \rightarrow M / D^{\wedge}$ is a submersion.
Then $E^{\wedge \perp}=D^{\wedge}, D^{\wedge 1}=E^{\wedge}$ and one can define a pairing (i.e., a sesquilinear form) $\left\langle\Psi, \Psi^{\prime}\right\rangle$ between $F$-constant sections $\Psi$ of $\mathrm{QB}=L \otimes B^{\sim F}$ and $F^{\prime}$-constant sections $\Psi^{\prime}$ of
$\mathrm{QB}^{\prime}=L \otimes B^{\sim F^{\prime}}$ by

$$
\left\langle\Psi, \Psi^{\prime}\right\rangle=\int_{M / D^{\wedge}}\left(\Psi, \Psi^{\prime}\right)
$$

where ( $\Psi, \Psi^{\prime}$ ) is a density (i.e., a complex measure) on $M / D^{\wedge}$ defined by the following process. Suppose $\Psi^{(1)}=s^{(1)} \otimes v^{(1)}$ is a local representation of $\Psi^{(1)}, s^{(1)}$ a section of $L, v$ a section of $B^{\sim F}$ and $v^{\prime}$ a section of $B^{\sim F^{\prime}}$. Choose vectors $\xi_{1}, \ldots, \xi_{n}, \xi_{k+1}^{\prime}, \ldots, \xi_{n}^{\prime}, t_{1}, \ldots, t_{k} \in T_{m} M^{\mathbb{C}}$ such that
$\left(\xi_{1}, \ldots, \xi_{k}\right) \operatorname{span} D^{\wedge}$,
$\left(\xi_{1}, \ldots, \xi_{n}\right)$ span F and $\left(\xi_{1}, \ldots, \xi_{k}, \xi_{k+1}^{\prime}, \ldots, \xi_{n}^{\prime}\right)$ span $F^{\prime}$, $\left(\xi_{1}, \ldots, \xi_{k}, \xi_{k+1}^{\dagger}, \ldots, \xi_{n}^{\dagger}, \xi_{k+1}^{\prime}, \ldots, \xi_{n}^{\prime}, t_{1}, \ldots, t_{k}\right)$ span $T_{m} M^{\mathbf{C}}$,
then $\left((\xi)_{0}\right) \equiv \pi_{*}\left(\xi_{k+1}^{\dagger}, \ldots, \xi_{n}^{\dagger}, \xi_{k+1}^{\prime}, \ldots, \xi_{n}^{\prime}, t_{1}, \ldots, t_{k}\right) \quad$ is a (complex) frame at $\pi(m) \in M / D^{\wedge}$ and we define the density $\left(\Psi, \Psi^{\prime}\right)$ at $\pi(m)$ on the frame $\left((\zeta)_{0}\right)$ by

$$
\begin{align*}
\left(\Psi, \Psi^{\prime}\right) & (\pi(m)),\left((\zeta)_{0}\right) \\
= & \left(s, s^{\prime}\right)(m) \cdot v\left(\left(\xi_{1}, \ldots, \xi_{n}\right)^{\sim}\right)^{\dagger} \\
& \times \cdot v^{\prime}\left(\left(\xi_{1}, \ldots, \xi_{k}, \xi_{k+1}^{\prime}, \ldots, \xi_{n}^{\prime}\right)^{\sim}\right) \\
& \times V\left(\left.\operatorname{det}\left((i h)^{-1} \omega\left(\xi_{j}^{\dagger}, \xi_{u}^{\prime}\right)\right)\right|_{j, u=k+1, \ldots, n}\right) \\
& \times\left|\operatorname{Li}\left(\xi_{1}, \ldots, t_{k}\right)\right|, \tag{2.3}
\end{align*}
$$

where $\mathrm{Li} \equiv(-1)^{n(n-1) / 2} \cdot \omega^{n} / n!$ is the Liouville volumeform on $M$.

An equivalent definition using an arbitrary frame ( $(\zeta)$ ) at $\pi(m)$ is given by

$$
\begin{align*}
\left(\Psi, \Psi^{\prime}\right) & (\pi(m),((\zeta))) \\
= & \left(s, s^{\prime}\right)(m) \cdot v\left(\left(\xi_{1}, \ldots, \xi_{n}\right) \sim\right)^{\dagger} \\
& \times \cdot v^{\prime}\left(\left(\xi_{1}, \ldots, \xi_{k}, \xi_{k+1}^{\prime}, \ldots, \xi_{n}^{\prime}\right) \sim\right) \\
& \times V\left(\operatorname{det}\left((i h)^{-1} \omega\left(\xi_{j}^{\dagger}, \xi_{u}^{\prime}\right)| |_{j, u=k+1, \ldots, n}\right)\right. \\
& \times\left|\operatorname{Li}\left(\xi_{1}, \ldots, \xi_{k}, \pi_{*}^{-1}((\zeta))\right)\right| \tag{2.4}
\end{align*}
$$

with $\pi_{*}^{-1}((\zeta))$ an arbitrary lift of the frame ( $\left.(\zeta)\right)$ to $T_{m} M^{\mathrm{C}}$.
Using the fact that $\Psi^{())}$is $F^{(\prime)}$ constant one can prove that the right-hand side of (2.3) and (2.4) is independent of the choice of $m$ in the fiber above $\pi(m)$, and these formulas define a density on $M / D^{\wedge}$, except for two facts: (a) we have not specified which metaframe we have to choose (there always exist two possible choices which differ by a minus sign when $v_{\alpha}$ is applied), and (b) we do not know which branch of the (complex) square root we have to use. In general one needs the metaplectic bundle to answer these questions; however, in the cases we are interested in one does not need the metaplectic bundle (see also Refs. 4 and 5).

## III. THE INNER PRODUCT AND THE HILBERT SPACE

If $F=F^{\prime}$ is a positive polarization then one can choose $\xi_{j}^{\prime}=\xi_{j}, j=k+1, \ldots, n$, and so $\operatorname{det}\left((i h)^{-1} \omega\left(\xi_{j}^{\dagger}, \xi_{u}^{\prime}\right)\right)$ is positive [use that $v \in D^{\mathbb{C}_{\Leftrightarrow}} \Leftrightarrow \omega\left(v^{\dagger}, v\right)=0$ ] hence we can choose everywhere the positive square root without running into trouble. Furthermore, if we choose a nice cover, then each $F$ constant section $\Psi$ of QB admits a local representation $\Psi=s_{\alpha} \otimes v^{\alpha}$ [ $v^{\alpha}$ defined by (1.3)] and the $2 n-k$ vectors $X_{r^{1}}, \ldots, X_{r^{k}}, X_{z^{k+1}}, \ldots, X_{z^{n}}, X_{z^{k+1}}, \ldots, X_{z^{n}}$ satisfy the first two con-
ditions of (2.2), so on $\pi\left(U_{\alpha}\right)$ we find for two $F$-constant sections $\Psi$ and $\Psi^{\prime}$ of QB , using (2.4):

$$
\begin{align*}
\left(\Psi, \Psi^{\prime}\right) & (\pi(m),((\xi))) \\
= & \left(s_{\alpha}, s_{\alpha}^{\prime}\right)(m) \cdot v^{\alpha}\left(\left(X_{r^{j}}, X_{z^{u}}\right) \sim\right)^{\dagger} \cdot v^{\alpha}\left(\left(X_{r^{\prime}}, X_{z^{u}}\right)^{\sim}\right) \\
& \times\left(\operatorname{det}\left((i h)^{-1} \omega\left(X_{z^{\mu}}, X_{z^{u}}\right)\right)_{j, u=k+1, \ldots, n}\right)^{1 / 2} \\
& \times\left|\operatorname{Li}\left(X_{r^{\prime}}, \ldots, X_{r^{k}}, \pi_{*}^{-1}((\xi))\right)\right| \\
= & \left(s_{\alpha}, s_{\alpha}^{\prime}\right)(m) \cdot\left(\operatorname{det}\left((i h)^{-1} \omega\left(X_{z^{\mu}}, X_{z^{u}}\right)\right)_{j, u=k+1, \ldots, n}\right)^{1 / 2} \\
& \times\left|\operatorname{Li}\left(X_{r^{\prime}}, \ldots, X_{r^{\prime}}, \pi_{*}^{-1}((\zeta))\right)\right| . \tag{3.1}
\end{align*}
$$

This formula defines a density for each pair of $F$-constant sections $\Psi, \Psi^{\prime}$ of QB which is positive if $\Psi=\Psi^{\prime}$, depends linearly on $\Psi^{\prime}$ and antilinearly on $\Psi$, hence we can define a Hilbert space $H$ as the completion of the pre-Hilbert space ( PH ) defined by
$\mathrm{PH}=\left\{\Psi: M \rightarrow \mathrm{QB} \mid \Psi \mathrm{is} F\right.$ constant and $\left.\int_{M / D}(\Psi, \Psi)<\infty\right\}$,

$$
\begin{equation*}
\text { with inner product }\left\langle\Psi, \Psi^{\prime}\right\rangle=\int_{M / D}\left(\Psi, \Psi^{\prime}\right) \tag{3.2}
\end{equation*}
$$

Of course, if we wish to obtain results it remains to show in each case that $H \neq\{0\}$, a fact which sometimes leads us to consider distribution valued sections of QB , instead of $C^{\infty}$ sections (e.g., on $\mathbb{R}^{2} \backslash\{0\}$ with the circular polarization) (see Refs. 2, 6, and 7).

## IV. QUANTIZABLE OBSERVABLES

If $f$ is an observable, i.e., $f: M \rightarrow \mathbb{R}$, then a quantization procedure should associate to $f$ a self-adjoint operator $\mathbf{f}$ on the Hilbert space $H$. In geometric quantization the general procedure is given below, although it does not guarantee that the result is a self-adjoint operator. However, it turns out that in almost all interesting examples the result is a selfadjoint operator. To construct $f$ one proceeds as follows: let $\rho_{t}$ be the flow on $M$ associated to the Hamiltonian vector field $X_{f}$, define the polarization $F(t)$ by $F(t)=\rho_{-t^{*}} F$ and the bundle $\mathrm{QB}(t)$ by $\mathrm{QB}(t)=L \otimes B^{\sim F(t)}$. Then there exists an associated map on sections of $L$ (called $\rho_{t}^{*}$ by abuse of notation) and a map (called $\rho_{t^{*}}$, also abuse of notation) $\rho_{t^{*}}$ : $R^{\sim F} \rightarrow R^{\sim F(t)}$ which are both defined in a "canonical" way [e.g., $\rho_{t^{*}}: R^{\sim F} \rightarrow R^{\sim F(t)}$ is the lift to the metalinear bundles of a map which is the restriction to $R^{\sim F}$ and $R^{\sim F(t)}$, respectively, of the flow on the bundle of all $n$ frames of $M$ (of which $R^{\sim F}$ and $R^{\sim F(t)}$ are subbundles) associated to the flow $\rho_{t}$ on $M$ ]. If $s$ is an arbitrary section of $L$ (with local representation $s_{\alpha}$ with respect to a nice cover) and $v$ an arbitrary section of $B^{-F}$ then
$\left(\rho_{t}^{*} s\right)_{\alpha}(m)$

$$
\begin{equation*}
=s_{\alpha}\left(\rho_{t} m\right) \cdot \exp \left((i \hbar)^{-1} \int_{0}^{t}\left(\vartheta_{\alpha}\left(X_{f}\right)-f\right)\left(\rho_{s} m\right) d s\right) \tag{4.1}
\end{equation*}
$$

$\left(\rho_{t}^{*} v\right)\left((\zeta)^{\sim}\right)=v\left(\left(\rho_{t^{*}}(\zeta)\right)^{\sim}\right)$,
$\left.\rho_{t}(\zeta)\right)^{\sim}$ defined by continuity in $t$.
The map $\rho_{t}^{*}: \quad \mathrm{QB} \rightarrow \mathrm{QB}(t)$ defined by $\rho_{t}^{*}(s \otimes v)$ $=\left(\rho_{t}^{*} s\right) \otimes\left(\rho_{t}^{*} v\right)$ now obviously has the property that if $\Psi$ is a $F$-constant section of QB then $\rho_{\mathrm{t}}^{*} \psi$ is a $F(t)$-constant
section of $\mathrm{QB}(t)$. Finally we assume that for all $t \in(0, \epsilon)$ $(\epsilon>0) F$ and $F(t)$ satisfy the conditions (2.1) for a pair of polarizations. If we denote the pairing between QB and $\mathrm{QB}(t)$ by $\langle,\rangle_{F, F(t)}$ and the inner product in $H$ by $\langle,\rangle_{H}$ then the operator $f$ is defined by the equation

$$
\begin{equation*}
\langle\chi, \mathfrak{f} \Psi\rangle_{H}=\lim _{t 10}-i \hbar \frac{d}{d t}\left\langle\chi, \rho_{t}^{*} \Psi\right\rangle_{F, F(t)}, \quad \chi, \Psi \in H . \tag{4.3}
\end{equation*}
$$

Remark: It is not at all evident that this formula defines an operator f , and indeed there exist examples in which this "definition" does not yield a result, for instance in cases in which $\lim \left(\chi, \rho_{t}^{*} \Psi\right\rangle_{F, F(t)}$ is not equal to $\langle\chi, \Psi\rangle_{H}$.

In general one has to know the specific form of $f$ to compute (4.3); however there exist conditions on $f$ for which one can simplify (4.3) and in which one can obtain an explicit expression for the operator $\mathfrak{f}$. Two of such conditions are well known: (a) if $f$ is constant along $F$, i.e., $\left[X_{f}, F\right]=\{0\}$, then f is multiplication by $f$; (b) if $X_{f}$ leaves $F$ invariant, i.e., [ $\left.X_{f}, F\right] \subset F$, then f is represented by a first-order differential operator.

In this paper we will show that there is an even weaker condition for which we can compute $f$ explicitly: the condition $\left[X_{f}, F^{\dagger}+F\right] \subset F^{\dagger}+F$. To compute (4.3) with this condition on $f$ we proceed as follows: first observe that, since $f$ is real and $F$ a polarization, we also have $\left[X_{f}, D\right] \subset D$, which implies that $F$ and $F(t)$ satisfy conditions (2.1) with $D^{\wedge}=D$ and $E^{\wedge}=E$; it follows that we may replace in (4.3) the "lim $t \downarrow 0 d / d t$ " by " $d /\left.d t\right|_{t=0}$." Now we choose a nice cover and two arbitrary elements $\Psi$ and $\Psi^{\prime}$ of $H$, and we perform the calculations on a local chart $U_{\alpha}$ where we have

$$
\begin{aligned}
& \Psi= s \otimes v^{\alpha}, \quad \Psi^{\prime}=s^{\prime} \otimes v^{\alpha}, \quad[\text { see }(1.3)], \\
&\left(\Psi^{\prime}, \rho_{t}^{*} \Psi\right)(\pi(m),((\xi))) \\
&=\left(s^{\prime}, \rho_{t}^{*} s\right)(m) \cdot v^{\alpha}\left(\left(X_{r^{j}}, X_{z^{u}}\right)\right)^{\dagger} \\
& \times\left(\rho_{t}^{*} v^{\alpha}\right)\left(\left(X_{r^{\prime}}, \rho_{-t^{*}}\left(X_{z^{u}}\right)\right)^{\sim}\right) \\
& \times\left(\operatorname{det}\left((i h)^{-1} \omega\left(X_{z^{j}}, \rho_{-t^{*}} X_{z^{u}}\right)\right)_{j, u=k+1, \ldots, n}\right)^{1 / 2} \\
& \times\left|\operatorname{Li}\left(X_{r^{1}}, \ldots, X_{r^{k}}, \pi_{*}^{-1}((\xi))\right)\right|,
\end{aligned}
$$

where the lift $\left(X_{r^{i}}, \rho_{-t^{*}}\left(X_{z^{u}}\right)\right)^{\sim}$ to $R^{\sim F(t)}$ of the frame $\left(X_{r^{i}}, \rho_{-r^{*}}\left(X_{z^{u}}\right)\right.$ ) is chosen in such a way that it depends continously on $t$ and reduces to the well defined metaframe $\left(X_{r^{\prime}}, X_{z^{u}}\right)^{\sim}$ at $t=0$. Using 4.2 and the definition of $v_{\alpha}$ (1.3) we can simplify this expression to

$$
\begin{aligned}
\left(\Psi^{\prime}, \rho_{t}^{*}\right. & \Psi)(\pi(m),((\zeta))) \\
= & \left(s^{\prime}, \rho_{t}^{*} s\right)(m) \cdot v^{\alpha}\left(\left(\rho_{t^{*}}\left(X_{r^{j}}\right), X_{z^{u}}\right)^{\sim}\right) \\
& \times\left(\operatorname{det}\left((i h)^{-1} \omega\left(X_{z^{+}}, X_{z^{u} \cdot \rho_{t}}\right)\right)_{j, u=k+1, \ldots, n}^{1 / 2}\right)^{1 / 2} \\
& \times\left|\operatorname{Li}\left(X_{r^{\prime}}, \ldots, X_{r^{\kappa}}, \pi_{*}^{-1}((\zeta))\right)\right|
\end{aligned}
$$

We now define functions $a_{j, u}$ and $b_{j, s}$ by

$$
\begin{align*}
{\left[X_{f}, X_{r^{j}}\right]=} & \sum_{u=1}^{k} a_{j, u} X_{r^{u}}, \quad 1 \leqslant j \leqslant k \\
{\left[X_{f}, X_{z^{j}}\right]=} & \sum_{u=1}^{k} a_{j, u} X_{r^{u}}+\sum_{u=k+1}^{n} a_{j, u} X_{z^{u}} \\
& +\sum_{s=k+1}^{n} b_{j, s} X_{z^{*}}, \quad k<j \leqslant n . \tag{4.4}
\end{align*}
$$

If we use the transformation property of $\left(-\frac{1}{2}\right)-F$-forms (1.1), we get

$$
\begin{aligned}
&\left.\frac{d}{d t}\right|_{t=0} v^{\alpha}\left(\left(\rho_{t *}\left(X_{r^{\prime}}\right), X_{z^{u}}\right)^{\sim}\right)=\frac{1}{2} \sum_{j=1}^{k} a_{j j}, \\
&\left.\frac{d}{d t}\right|_{t=0}\left(\operatorname{det}\left((i h)^{-1} \omega\left(X_{z^{\mu}}, X_{z^{u} \cdot \rho_{t}}\right)\right)_{j, u=k+1, \ldots, n}\right)^{1 / 2} \\
&=\left(\frac{1}{2} \sum_{j=k+1}^{n} a_{j i}\right) \\
& \times\left(\operatorname{det}\left((i h)^{-1} \omega\left(X_{z^{H}}, X_{z^{u}}\right)\right)_{j, u=k+1, \ldots, n}\right)^{1 / 2} .
\end{aligned}
$$

Combining these results with (4.1) and (1.2) we find

$$
\begin{align*}
\left.\frac{d}{d t}\right|_{t=0} & \left(\Psi^{\prime}, \rho_{t}^{*} \Psi\right)(\pi(m),((\zeta))) \\
= & \left(s^{\prime}, \nabla_{X f} s+\left(\frac{i}{\hbar} f+\frac{1}{2} \sum_{j=1}^{n} a_{j j}\right) s\right)(m) \\
& \times\left(\operatorname{det}\left((i h)^{-1} \omega\left(X_{z^{j}}, X_{z^{u}}\right)\right)_{j, u=k+1, \ldots, n}\right)^{1 / 2} \\
& \times\left|\operatorname{Li}\left(X_{r^{\prime}}, \ldots, X_{r^{k}}, \pi_{*}^{-1}((\zeta))\right)\right| . \tag{4.5}
\end{align*}
$$

Comparing this formula with the inner product (3.1) we might say

$$
\begin{gathered}
-\left.i \hbar \frac{d}{d t}\right|_{t=0}\left(\Psi^{\prime}, \rho_{t}^{*} \Psi\right)(\pi(m),((\zeta))) \\
=\left(\Psi^{\prime}, L_{f} \Psi\right)(\pi(m),((\zeta)))
\end{gathered}
$$

or
$-\left.i \hbar \frac{d}{d t}\right|_{t=0}\left(\Psi^{\prime}, \rho_{t}^{*} \Psi\right)=\left(\Psi^{\prime}, L_{f} \Psi\right)$,
where the section $L_{f} \Psi$ of QB is defined by the local expression

$$
\begin{equation*}
L_{f}\left(s \otimes v^{\alpha}\right)=\left(-i \hbar \nabla_{X f} s+\left(f-\frac{1}{2} i \hbar \sum_{j=1}^{n} a_{i j}\right) s\right) \otimes v^{\alpha} \tag{4.7}
\end{equation*}
$$

By construction the right-hand side of (4.5) is independent of $m$ as long as $\pi(m)$ remains fixed, so it is a well defined density at $\pi(m) \in M / D$. However the section $L_{f} \Psi$ of QB need not be an $F$-constant section of QB! So if we assume that it is allowed to change differentiation and integration in (4.3) (and we do!) then we find

$$
\begin{equation*}
\left\langle\Psi^{\prime}, f \Psi\right\rangle=\int_{M / D}\left(\Psi^{\prime}, L_{f} \Psi\right) \approx\left\langle\Psi^{\prime}, L_{f} \Psi\right\rangle \tag{4.8}
\end{equation*}
$$

but nevertheless we cannot conclude that $\mathfrak{f} \Psi=L_{f} \Psi$, because we do not know whether $L_{f} \Psi$ is $F$ constant or not. What we are looking for is a way to construct the " $F$-constant part" out of $L_{f} \Psi: L_{f} \Psi$ determines a linear operator on $H$ by (4.8) so (if it is continuous) it determines an element $f \Psi$ of $H$. In the next section we will show how to construct this element out of $L_{f} \Psi$ by means of a kernel representation.

## V. A GENERALIZED BERGMAN KERNEL

In this section we will assume that $F$ is a positive Kähler polarization and that there exists a nice cover; in Sec. I we have seen that, under these assumptions, QB is a holomorphic line bundle over the complex manifold $M$, trivialized by the local sections $\Psi^{\alpha}$ associated to the nice cover. Now if $\chi$ is any section of QB , we denote by $\chi_{\alpha}: U_{\alpha} \rightarrow \mathbb{C}$ the local repre-
sentation of $\chi$ with respect to the trivialization $\Psi^{\alpha}$, i.e.,

$$
\begin{equation*}
\left.\chi\right|_{U_{\alpha}}(m)=\chi_{\alpha}(m) \cdot \Psi^{\alpha}(m) \tag{5.1}
\end{equation*}
$$

(N.B. the local representation carries a subscript $\alpha$ whereas the trivializing section $\Psi^{\alpha}$ carries a superscript); moreover $\chi$ is a $F$-constant section if and only if $\chi_{\alpha}$ are holomorphic functions.

To each pair of $F$-constant section $\chi$ and $\chi^{\prime}$ we associated in Sec. III a density on $M / D \equiv M$ (because $F$ is Kähler) and in particular ( $\Psi^{\alpha}, \Psi^{\alpha}$ ) is a (local) density on $M$. Let $\rho_{\alpha}$ be a partition of unity subordinated to our nice cover, then we can define for any two sections $\chi$ and $\chi^{\prime}$ of QB (holomorphic or not) a density ( $\chi, \chi^{\prime}$ ) by

$$
\begin{equation*}
\left(\chi, \chi^{\prime}\right)(m)=\sum_{\alpha} \rho_{\alpha}(m) \cdot \chi_{\alpha}(m) \dagger \cdot \chi_{\alpha}^{\prime}(m) \cdot\left(\Psi^{\alpha}, \Psi^{\alpha}\right)(m) \tag{5.2}
\end{equation*}
$$

which coincides with definition (3.1) if $\chi$ and $\chi^{\prime}$ are $F$ constant because on $U_{\alpha}:\left(\chi, \chi^{\prime}\right)=\left(\chi_{\alpha} \cdot \Psi^{\alpha}, \chi_{\alpha}^{\prime} \cdot \Psi^{\alpha}\right)$ $=\chi_{\alpha}^{\dagger} \cdot \chi_{\alpha}^{\prime} \cdot\left(\Psi^{\alpha}, \Psi^{\alpha}\right)$ and because $\Sigma_{\alpha} \rho_{\alpha}=1$. It follows that we can construct a Hilbert space $L^{2}(M, F)$ defined as the completion of the pre-Hilbert space

$$
\begin{equation*}
\left\{\chi: M \rightarrow Q B \mid \int_{M}(\chi, \chi)<\infty\right\}, \tag{5.3}
\end{equation*}
$$

with inner product

$$
\left\langle\chi, \chi^{\prime}\right\rangle=\int_{M}\left(\chi, \chi^{\prime}\right)
$$

and associated norm

$$
\|\chi\|=V\langle\chi, \chi\rangle
$$

If we introduce the measure $\mu_{\alpha}$ on $U_{\alpha}$ defined by

$$
\begin{equation*}
d \mu_{\alpha}=\rho_{\alpha}\left(\Psi_{\alpha}, \Psi_{\alpha}\right) \tag{5.4}
\end{equation*}
$$

then this pre-Hilbert space is defined equivalently by

$$
\begin{equation*}
\left\{\chi:\left.M \rightarrow Q B\left|\sum_{\alpha} \int_{U \alpha}\right| \chi_{\alpha}\right|^{2} d \mu_{\alpha}<\infty\right\} \tag{5.5}
\end{equation*}
$$

with inner product

$$
\left\langle\chi, \chi^{\prime}\right\rangle=\sum_{\alpha} \int_{U_{\alpha}} \chi_{\alpha}^{\dagger} \cdot \chi_{\alpha}^{\prime} d \mu_{\alpha}
$$

By construction the pre-Hilbert space PH defined in (3.2) is a subspace of $L^{2}(M, F)$, hence $H$ as defined in Sec. III ( the completion of PH ) is the closure of PH in $L^{2}(M, F)$. What we will show first is that PH is a closed subspace (see also Ref. 7,§5.7), hence $H \simeq \mathrm{PH}$ which we will also denote by $L^{2}(M, F)_{\text {hol }}$, suggested by the fact that $F$-constant sections are just the holomorphic sections. The main ingredient to prove this claim (and others) is the following lemma.

Lemma 5.1: If $\chi$ is an $F$-constant section in PH then for any $U_{\alpha}$, for any compact subset $K$ of $U_{\alpha}$ there exists a positive constant $c=c(K)$ such that, for all $m \in K$,

$$
\left|\chi_{\alpha}(m)\right| \leqslant c(K) \cdot\|\chi\|
$$

Proof: we denote by $B(m, \epsilon)$ the open ball of radius $\epsilon$ around $m$ in a local chart contained in $\mathbb{C}^{n}$. Because $K$ is compact there exists a $\delta>0: \forall m \in K: B(m, 2 \delta) \subset U_{\alpha}$; since $\chi_{\alpha}$ is holomorphic on $U_{\alpha}$ (" $U_{\alpha} \subset \mathbb{C}^{n ")}$ ) if follows by the mean val-
ue theorem and the Cauchy-Schwartz inequality that

$$
\left|\chi_{\alpha}(m)\right|^{2} \leqslant \operatorname{const}(\delta) \cdot \int_{B(m, \delta)}\left|\chi_{\alpha}\left(m^{\prime}\right)\right|^{2} \cdot d \lambda^{(2 n)},
$$

where $\lambda^{(2 n)}$ denotes the Lebesgue measure on $\mathbb{C}^{n}$. Now ( $\Psi^{\alpha}, \Psi^{\alpha}$ ) is a continuous density on $U_{\alpha}$ which is nowhere zero, hence there exists a constant $c^{\prime}$ depending on the compact subset $K^{\prime}$ defined by

$$
K^{\prime}=\operatorname{closure}\left(\cup_{m \in K} B(m, \delta)\right) \subset U_{\alpha}
$$

such that

$$
d \lambda^{(2 n)} \leqslant c^{\prime} \cdot\left(\Psi^{\alpha}, \Psi^{\alpha}\right) \quad \text { on } K^{\prime}
$$

hence

$$
\begin{aligned}
& \int_{B(m, \delta)}\left|\chi_{\alpha}\left(m^{\prime}\right)\right|^{2} d \lambda(2 n) \\
& \quad \leqslant c^{\prime} \cdot \int_{B(m, \delta)}\left|\chi_{\alpha}\left(m^{\prime}\right)\right|^{2} \cdot\left(\Psi^{\alpha}, \Psi^{\alpha}\right) \\
& \quad=c^{\prime} \cdot \int_{B(m, \delta)}(\chi, \chi) \leqslant c^{\prime} \cdot \int_{M}(\chi, \chi)=c^{\prime} \cdot\|\chi\|^{2}
\end{aligned}
$$

From these inequalities the lemma follows because const $(\delta)$ and $c^{\prime}$ are postive constants depending only on the compact subset $K$.
Q.E.D

Using this lemma, the proof of the theorem stated below is a direct copy of the case of complex functions on a domain in $\mathbb{C}^{n}$ : a Cauchy sequence in $L^{2}(M, F)_{\text {hol }}$ implies pointwise convergence, uniform on compacta.

Theorem 5.2: (1) PH is a closed subspace of $L^{2}(M, F)$. (2) For any $m \in U_{\alpha}$ the map $\mathrm{PH} \equiv H \equiv L^{2}(M, F)_{\text {hol }}$ $\rightarrow \mathbb{C}, \chi \rightarrow \chi_{\alpha}(m)$ is a continuous linear functional.

Corollary 5.3: For each $m \in U_{\alpha}$ there exists a unique $F$ constant section $\kappa_{(\alpha, m)}$ of QB in $L^{2}(M, F)_{\text {hol }}$, such that for each $\chi \in L^{2}(M, F)_{\text {hol }}$ :

$$
\chi_{\alpha}(m)=\left\langle\kappa_{(\alpha, m)}, \chi\right\rangle
$$

Definition: The generalized Bergman kernel $K_{(\alpha, \beta)}\left(m, m^{\prime}\right)$ is defined by

$$
\begin{equation*}
K_{(\alpha, \beta)}\left(m, m^{\prime}\right)=\kappa_{(\alpha, m) \beta}\left(m^{\prime}\right) \dagger \quad[\operatorname{see}(5.1)] \tag{5.6}
\end{equation*}
$$

Corollary 5.4: For $\chi \in L^{2}(M, F)_{\text {hol }}$ :

$$
\chi_{\alpha}(m)=\sum_{\beta} \int_{U \beta} K_{(\alpha, \beta)}\left(m, m^{\prime}\right) \cdot \chi_{\beta}\left(m^{\prime}\right) \cdot d \mu_{\beta}\left(m^{\prime}\right)
$$

Proposition 5.5: If $\left(\varphi_{j}\right)$ is a complete orthonormal set in $L^{2}(M, F)_{\text {hol }}$ then

$$
\sum_{j} \varphi_{j \alpha}(m) \varphi_{j \beta}\left(m^{\prime}\right) \dagger \text { converges to } K_{(\alpha, \beta)}\left(m, m^{\prime}\right)
$$

Proof: The first step is to prove that for fixed $m \in U_{\alpha}$ the series $\left(\varphi_{j a}(m)\right)$ is a square-summable series, i.e., $\left(\varphi_{j \alpha}(m)\right) \in l^{2}$. Therefore let $\left(a_{j}\right) \in l^{2}$ with $\left\|\left(a_{j}\right)\right\|^{2}=\Sigma_{j}\left|a_{j}\right|^{2}$, then by the Cauchy-Schwartz theorem

$$
\sum_{j=1}^{N}\left|\varphi_{j \alpha}(m)\right|^{2}=\operatorname{supremum}\left|a_{j}\| \| 10\right| \sum_{j=1}^{N} a_{j} \varphi_{j \alpha}(m) \mid
$$

If we associate to $\left(a_{j}\right) \in l^{2}$ the element

$$
\Psi=\sum_{j=1}^{N} a_{j} \varphi_{j} \in L^{2}(M, F)_{\mathrm{hol}}
$$

then $\|\Psi\|^{2} \leqslant\left\|\left(a_{j}\right)\right\|^{2}$, and so we have

$$
\sum_{j=1}^{N}\left|\varphi_{j \alpha}(m)\right|^{2} \leqslant \text { supremum }_{\|\Psi\|<1}\left|\Psi_{\alpha}(m)\right| \leqslant \text { const }
$$

where the last inequality follows from Lemma 5.1. So the series of partial sums is bounded from above hence $\left(\varphi_{j \alpha}(m)\right) \in l^{2}$. Applying the Riesz-Fisher theorem it follows that $\chi_{(\alpha, m)}$, defined by

$$
\chi_{(\alpha, m)}=\sum_{j} \varphi_{j \alpha}(m)^{\dagger} \varphi_{j}
$$

is in $L^{2}(M, F)_{\text {hol }}$ and we claim that $\chi_{(\alpha, m)}=\kappa_{(\alpha, m)}$. Therefore choose any $\chi \in L^{2}(M, F)_{\mathrm{hol}}$, then
$\chi=\sum_{j}\left\langle\varphi_{j}, \chi\right\rangle \varphi_{j}$

## [because $\left(\varphi_{j}\right)$ is complete orthonormal]

and so [because point evaluation is continuous (Theorem 5.2)]

$$
\begin{aligned}
\chi_{\alpha}(m) & =\sum_{j}\left\langle\varphi_{j}, \chi\right\rangle \varphi_{j \alpha}(m)=\sum_{j}\left\langle\varphi_{j \alpha}(m)^{\dagger} \varphi_{j}, \chi\right\rangle \\
& =\left\langle\sum_{j} \varphi_{j \alpha}(m)^{\dagger} \varphi_{j}, \chi\right\rangle=\left\langle\chi_{(\alpha, m)}, \chi\right\rangle
\end{aligned}
$$

By uniqueness of $\kappa_{(\alpha, m)}$ the equality follows, whence we have

$$
\begin{align*}
K_{(\alpha, \beta)}\left(m, m^{\prime}\right) & =\kappa_{(\alpha, m) \beta}\left(m^{\prime}\right)^{\dagger} \\
& =\chi_{(\alpha, m) \beta}\left(m^{\prime}\right)^{\dagger}=\sum_{j} \varphi_{j \alpha}(m) \varphi_{j \beta}\left(m^{\prime}\right)^{\dagger}
\end{align*}
$$

Corollary 5.6: $K_{(\alpha, \beta)}\left(m, m^{\prime}\right)$ is holomorphic in $m$ and $K_{(\alpha, \beta)}\left(m, m^{\prime}\right)^{\dagger}=K_{(\beta, \alpha)}\left(m^{\prime}, m\right)$.

Having defined the generalized Bergman kernel, we can proceed with the main story. An element $\chi \in L^{2}(M, F)$ defines a continuous linear functional on $L^{2}(M, F)_{\text {hol }}$ by means of the inner product: $\Psi \in L^{2}(M, F)_{\text {hol }} \rightarrow(\chi, \Psi) \in \mathbb{C}$. Since $L^{2}(M, F)_{\text {hol }}$ is a Hilbert space this linear functional can be represented by an element $\chi_{\text {hol }} \in L^{2}(M, F)_{\text {hol }}$ defined by $\langle\chi, \Psi\rangle=\left\langle\chi_{\mathrm{hol}}, \Psi\right\rangle$ where the inner product on the left is in $L^{2}(M, F)$ and on the right in $L^{2}(M, F)_{\text {hol }}$.

One can easily show that the map $\chi \rightarrow \chi_{\text {hol }}$, $L^{2}(M, F) \rightarrow L^{2}(M, F)_{\text {hol }}$ is the orthogonal projection onto the closed subspace $L^{2}(M, F)_{\text {hol }}$ and we will show in Proposition (5.7) that this projection can be represented by an integral formula using the kernel $K_{(\alpha, \beta)}$. The reason why we call this kernel a generalized Bergman kernel is that if one replaces $L^{2}(M, F)$ by the Hilbert space of square integrable functions on a domain $G$ in $\mathbb{C}^{n}$ and $L^{2}(M, F)_{\text {hol }}$ by the subspace of holomorphic functions then the same reasoning as above applies; the associated projection admits a kernel representation which is the (usual) Bergman kernel representation.

Proposition 5.7:

$$
\chi_{\mathrm{hol} \alpha}(m)=\sum_{\beta} \int_{U \beta} K_{(\alpha, \beta)}\left(m, m^{\prime}\right) \cdot \chi_{\beta}\left(m^{\prime}\right) \cdot d \mu_{\beta}\left(m^{\prime}\right)
$$

Proof: $\chi-\chi_{\text {hol }}$ is orthogonal to $L^{2}(M, F)_{\text {hol }}$, hence $\left\langle\kappa_{(\alpha, m)}, \chi\right\rangle=\left\langle\kappa_{(\alpha, m)}, \chi_{\text {hol }}\right\rangle=\chi_{\text {hol } \alpha}(m)$, where the last equality follows from Corollary 5.3. Q.E.D.

With this proposition we can solve the question posed at the end of Sec. IV concerning the construction of operators in geometric quantization.

Theorem 5.8: Let ( $M, \omega$ ) be a symplectic manifold, $F$ a positive Kähler polarization and suppose there exists a nice cover (see Sec. I). If $f$ is any observable, i.e., $f: M \rightarrow \mathbb{R}$, then the associated operator f on $H=L^{2}(M, F)_{\text {hol }}$ is defined by

$$
\begin{aligned}
& \operatorname{Dom}(\mathbb{f})=\left\{\chi \in L^{2}(M, F)_{\mathrm{hol}} \mid L_{f} \chi \in L^{2}(M, F)\right\} \\
& \chi \in \operatorname{Dom}(\mathbf{f}) \Rightarrow \mathfrak{f} \chi=\left(L_{f} \chi\right)_{\mathrm{hol}}
\end{aligned}
$$

where $L_{f} \chi$ is defined by (4.7) and the holomorphic part $\left(L_{f} \chi\right)_{\text {hol }}$ by Proposition 5.7.

## VI. APPLICATION I

In this example we consider the symplectic manifold $M=\mathbb{R}^{2}, \omega=d p \wedge d q$ and the polarization $F=\mathbb{C} \cdot(\partial / \partial p$ $+i \partial / \partial q)=\mathbb{C} X_{p+i q}$. In this case all bundles, $L, R^{F}, R^{-F}$, $B{ }^{\sim F}$, and hence QB are trivial so we can identify sections of these bundles with functions on $M$. For $L$ the connection $\nabla$ is then given by

$$
\nabla_{\xi} s=\xi s-(i / \hbar) \vartheta(\xi) s
$$

where we choose the symplectic potential $\vartheta=\frac{1}{2}(p d q$ $-q d p$ ); the compatible Hermitian form is given by $\left(s, s^{\prime}\right)(m)=s(m)^{\dagger} \cdot s^{\prime}(m)$. The cover consisting of the one chart $\mathbb{R}^{2}$ is a nice cover because the section $\Psi^{0}$ defined by

$$
\Psi^{0}(p, q)=\exp \left(-\left(p^{2}+q^{2}\right) /(4 \hbar)\right)
$$

is $F$ constant and nonvanishing. The complex structure on $M$ induced by the positive Kähler polarization $F$ is such that $z=p+i q$ is a holomorphic coordinate.

According to Sec. $V$ we have to compute the density ( $\Psi^{0}, \Psi^{0}$ ) in order to know the inner product in $L^{2}(M, F)$ and in $L^{2}(M, F)_{\text {hol }}$; using formula (3.1) (with $X_{p+i q}$ spanning $F$ ) we find

$$
\left(\Psi^{0}, \Psi^{0}\right)=\sqrt{ }(2 / h) \exp \left(-z^{\dagger} z /(2 \hbar)\right) d p d q
$$

Consequently if we identify a section $\chi$ of QB with the function $g=\chi_{0}$ (i.e., $\chi=g \Psi^{0}$ ), the Hilbert space $L^{2}(M, F)$ is given by

$$
\begin{aligned}
& L^{2}(M, F)=\left\{g:\left.\mathbb{C} \rightarrow \mathbb{C}\left|\left(\frac{2}{h}\right)^{1 / 2} \int_{\mathbb{C}}\right| g(z)\right|^{2}\right. \\
&\left.\times \exp \left(\frac{-z^{\dagger} z}{(2 \hbar)}\right) d p d q<\infty\right\}, \\
&\left\langle g, g^{\prime}\right\rangle=\left(\frac{2}{h}\right)^{1 / 2} \int_{\mathbb{C}} g(z)^{\dagger} g^{\prime}(z) \exp \left(\frac{-z^{\dagger} z}{(2 \hbar)}\right) d p d q,
\end{aligned}
$$

$L^{2}(M, F)_{\text {hol }}$ is the subspace of holomorphic functions $g$; since $L^{2}(M, F)_{\text {hol }}=H$ describes (according to geometric quantization) the quantum mechanical system we find here the well known Bargmann representation, mostly used for the harmonic oscillator.

The elements $g_{n}(z)=(2 h)^{-1 / 4}(n!)^{-1 / 2}(2 \hbar)^{-n / 2} z^{n}$ form an orthonormal complete system hence [Proposition (5.5)] the Bergman kernel for this Hilbert space is given by

$$
K(w, z)=\sum_{n} g_{n}(w)\left(g_{n}(z)\right)^{\dagger}=(2 h)^{-1 / 2} \exp \left(\frac{z^{\dagger} w}{(2 \hbar)}\right)
$$

so Corollary 5.4 gives the well known reproducing formula
for holomorphic functions on $\mathbb{C}$ :

$$
\begin{align*}
g(w) & =\left(\frac{2}{h}\right)^{1 / 2} \int k(w, z) g(z) \exp \left(\frac{-z^{\dagger} z}{(2 \hbar)}\right) d p p q \\
& =h^{-1} \int g(z) \exp \left(\frac{z^{\dagger}(w-z)}{(2 \hbar)}\right) d p p q \tag{6.1}
\end{align*}
$$

Now let $f$ be any observable and let $g \in H$ then

$$
\begin{aligned}
& X_{f}=2 i\left(\frac{\partial f}{\partial z^{\dagger}} \frac{\partial}{\partial z}-\frac{\partial f}{\partial z} \frac{\partial}{\partial z^{\dagger}}\right) \\
& {\left[X_{f}, X_{z}\right]=2 i\left(\frac{\partial^{2} f}{\left(\partial z^{\dagger}\right)^{2}} X_{z^{\dagger}}+\frac{\partial^{2} f}{\partial z \partial z^{\dagger}} X_{z}\right),}
\end{aligned}
$$

so when we calculate formula (4.7) we get
$L_{f}\left(g \Psi^{0}\right)=\left(2 \hbar \frac{\partial f}{\partial z^{\dagger}} \frac{d g}{d z}+\left(f-z^{\dagger} \frac{\partial f}{\partial z^{\dagger}}+\hbar \frac{\partial^{2} f}{\partial z \partial z^{\dagger}}\right) g\right) \Psi^{0}$.
Applying Theorem 5.8 we find the following prescription to compute the operator $f$ (using partial integration, omitting $\Psi^{0}$ ).

Prescription I: In the Bergmann representation the operator f associated to an observable $f$ is given by
(fg) $(w)$

$$
\begin{equation*}
=h^{-1} \int \exp \left(\frac{z^{\dagger}(w-z)}{(2 \hbar)}\right)\left(f-\hbar \frac{\partial^{2} f}{\partial z \partial z^{\dagger}}\right) g(z) d p d q \tag{6.2}
\end{equation*}
$$

We now notice that for "any" holomorphic function $k(z)$ the following formula holds:

$$
\begin{aligned}
& h^{-1} \int \exp \left(\frac{\mathrm{z}^{\dagger}(w-z)}{(2 \hbar)}\right) z^{\dagger} k(z) d p d q \\
& \quad=h^{-1} \int \exp \left(\frac{z^{\dagger}(w-z)}{(2 \hbar)}\right) 2 \hbar \frac{d k}{d z} d p d q=2 \hbar \frac{d k}{d z(w)}
\end{aligned}
$$

Combining this with the previous formula we get a prescription how to obtain the quantum mechanical operators associated to polynomial observables (see also Ref. 7, §6.3.4).

Prescription II: if $f$ is a polynomial observable, then the operator $\mathfrak{f}$ in the Bargmann representation is given by the following process.
(a) Compute $\left(f-\hbar \partial^{2} f /\left(\partial z \partial z^{\dagger}\right)\right)$ as polynomial in $z$ and $z^{\dagger}$.
(b) Write in this polynomial $z^{\dagger}$ to the left of $z$.
(c) Replace each $z^{\dagger}$ by $2 \hbar d / d z$.

Examples:
(1) $f=\frac{1}{2}\left(p^{2}+q^{2}\right) \Rightarrow f=\frac{1}{2} z \cdot z^{\dagger}$

$$
\Rightarrow f-\hbar \frac{\partial^{2} f}{\partial z \partial z^{\dagger}}=\frac{1}{2} z^{\dagger} \cdot z-\frac{1}{2} \hbar
$$

$$
\mathrm{f}=\frac{1}{2} \cdot\left(2 \hbar \frac{d}{d z}\right) z-\frac{1}{2} \hbar=\hbar\left(z \cdot \frac{d}{d z}+\frac{1}{2}\right)
$$

(2) $f=\frac{1}{2} p^{2} \Rightarrow f-\hbar \frac{\partial^{2} f}{\partial z \partial z^{\dagger}}=\frac{z^{\dagger 2}+2 z^{\dagger} z+z^{2}-2 \hbar}{8}$,
$\mathrm{f}=\frac{1}{2} \hbar^{2} \frac{d^{2}}{d z^{2}}+\frac{1}{2} \hbar z \frac{d}{d z}+\frac{z^{2}}{8}+\frac{1}{4} \hbar ;$

$$
\begin{align*}
f= & \frac{1}{2} q^{2}  \tag{3}\\
\Rightarrow & f-\hbar \frac{\partial^{2} f}{\partial z \partial z^{\dagger}}=\frac{-\left(z^{\dagger 2}-2 z^{\dagger} z+z^{2}+2 \hbar\right)}{8}, \\
& \mathfrak{f}=-\frac{1}{2} \hbar^{2} \frac{d^{2}}{d z^{2}}+\frac{1}{2} \hbar z \frac{d}{d z}-\frac{z^{2}}{8}+\frac{1}{4} \hbar .
\end{align*}
$$

Remark 1: The connection between these operators and their counterpart in the usual Schrödinger representation ( $H=$ square-integrable functions of $q$ ) will be discussed in the third application.

Remark 2: The eigenfunctions of the Hamiltonian $H=\frac{1}{2}\left(p^{2}+q^{2}\right)$ are the functions $g_{n}$ defined by $g_{n}(z)=(2 h)^{-1 / 4}(n!)^{-1 / 2}(2 \hbar)^{-n / 2} z^{n} \quad$ with eigenvalues $\left(n+\frac{1}{2}\right) \hbar(n=0,1,2, \ldots)$. It follows that the operator $z$ (multiplication by $z$ ) is a creation operator, and the operator $z^{\dagger}=2 \hbar d / d z$ an annihilation operator. With this interpretation our prescription to compute $f$ can be stated as follows: compute $f-\hbar \partial^{2} f /\left(\partial z \partial z^{\dagger}\right)$ in terms of creation and annihilation observables $z$ and $z^{\dagger}$ and put all annihilation operators to the left of the creation operators. Stated in these words, this prescription resembles the normal ordering used in quantum field theory, where-contrary to this case-the annihilation operators are put to the right of the creation operators.

Remark 3: In the above description of our system we have used the coordinates $p$ (momentum) and $q$ (position) and we have introduced a complex coordinate $z=p+i q$. However, this has physically no meaning because $p$ and $q$ do not have the same dimension. If we wish to obtain a physically correct description of our system we can introduce constants $\alpha$ and $\beta$ with dimensions momentum (resp. position), and then define a new complex coordinate $z^{\prime}=p / \alpha+i q / \beta$, which has no dimension. The changes in our prescription due to this change of the complex coordinate are slight:

$$
\begin{aligned}
H=\{g: & \mathbb{C} \rightarrow \mathbb{C} \mid g \text { holomorphic }\} \\
\langle g, h\rangle= & V(2 \alpha \beta / h) \int_{\mathbb{C}} g\left(z^{\prime}\right)^{\dagger} h\left(z^{\prime}\right) \\
& \times \exp \left(\frac{-z^{\prime} z^{\prime} \alpha \beta}{2 \hbar}\right) \frac{d p}{\alpha} \frac{d q}{\beta},
\end{aligned}
$$

and in formula (6.2) and in the prescription $\hbar$ has to be replaced by the dimensionless constant $\hbar /(\alpha \beta)$.

## VII. APPLICATION II

In this case we consider the symplectic manifold $M=S^{2}$ together with the symplectic form $\omega=-\lambda \epsilon$, where $\lambda$ $\in \mathbb{R} \backslash\{0\}$ and $\epsilon$ the standard volume- ( = surface-) form on $S^{2}$. For the physical interpretation of this symplectic manifold as representing the phase space of the classical spin, we refer the reader to Ref. 8. In polar coordinates $(\theta, \phi)$ on $S^{2} \supset \mathbb{R}^{3}, \epsilon$ is given by $\epsilon=\sin \theta \mathrm{d} \theta \wedge d \phi$; however, we prefer to use complex-holomorphic charts on $S^{2}=\mathbf{P}^{1}(\mathbb{C})$ which can be obtained by projection from the north/south pole: $U_{0}=\mathbb{C}=U_{1}$ with transition function $U_{0} \ni z \rightarrow 1 / z=w \in U_{1}$, which corresponds in homogeneous coordinates ( $z_{0}: z_{1}$ ) on $\mathbb{P}^{1}(\mathbb{C})$ to $z=z_{1} / z_{0} \leftrightarrow\left(z_{0}: z_{1}\right) \leftrightarrow w=z_{0} / z_{1}$; the relation with
polar coordinates is $z=\cot g(\theta / 2) e^{i \phi}$. In these coordinates the volume element is given by

$$
\begin{aligned}
\epsilon & =\left[-2 i /\left(z^{\dagger} z+1\right)^{2}\right] d z \wedge d z^{\dagger} \\
& =\left[-2 i /\left(w^{\dagger} w+1\right)^{2}\right] d w \wedge d w^{\dagger}
\end{aligned}
$$

We now introduce the local symplectic potentials $\vartheta_{j}$ on $U_{j}$ defined by

$$
\begin{aligned}
& \vartheta_{0}=\left(i \lambda /\left(z^{\dagger} z+1\right)\right)\left(z d z^{\dagger}-z^{\dagger} d z\right) \\
& \vartheta_{1}=\left(i \lambda /\left(w^{\dagger} w+1\right)\right)\left(w d w^{\dagger}-w^{\dagger} d w\right),
\end{aligned}
$$

so $\vartheta_{0}-\vartheta_{1}=d\left(i \lambda \log \left(w / w^{\dagger}\right)\right)$, from which one deduces that the gauge transformation $g_{01}$ of the prequantum bundle $L$ is given by

$$
g_{01}(z)=\exp \left(i(i \lambda / \hbar) \log \left(w / w^{+}\right)\right)=\left(z / z^{\dagger}\right)^{\lambda / \hbar}
$$

Since $g_{01}$ should be a well-defined function on $U_{0} \cap U_{1}$ this formula shows (it is not a proof, but it can be made into one) that $L$ exists if and only if $2 \lambda / \hbar \in \mathbb{Z}$, i.e.,

$$
\lambda=n \cdot \hbar / 2, \quad \text { for some } n \in \mathbb{Z}
$$

On ( $S^{2}, \omega$ ) we use the positive Kähler polarization $F=\mathbb{C} X_{z}=\mathbb{C} X_{w}$ ( $X_{f}$ as always the Hamiltonian vector field associated to the function $f$ ) so with the trivialization defined by these Hamiltonian vector fields, the gauge transformation $g_{01}^{\prime}$ of the $F$-frame bundle $R^{F}$ is given by

$$
g_{01}^{\prime}(z)=-z^{-2} \quad\left(X_{z}=-z^{2} X_{w}\right)
$$

Since $-z^{-2}$ admits a global square root the metaframe bundle $R^{\sim^{F}}$ exists and hence the quantum bundle QB. Using formula (1.2) one can show that the local sections $s^{j}$ on $U_{j}$ of $L$ defined by

$$
s^{0}(z)=\left(z^{\dagger} z+1\right)^{-n / 2}, \quad s^{1}(w)=\left(w^{\dagger} w+1\right)^{-n / 2}
$$

are $F$ constant, hence the cover $\left\{U_{0}, U_{1}\right\}$ is a nice cover. Combining the transition functions of the bundles $L$ and $B^{\sim F}$ [the latter has transition function $V\left(-z^{-2}\right)=i / z$ ] with the fact that $\left(w^{\dagger} w+1\right)^{-n / 2}=\left(z^{\dagger} z+1\right)^{-n / 2} \cdot\left(z^{\dagger} z\right)^{n / 2}$, we get the result that, with respect to the trivialization of QB by the $F$-constant sections $\Psi^{j}=s^{j} \otimes v^{j}$ [see formula (1.3)], the transition function $h_{01}$ of QB is given by

$$
h_{01}(z)=i / z \cdot\left(z / z^{\dagger}\right)^{n / 2} \cdot\left(z^{\dagger} z\right)^{n / 2}=i z^{n-1}
$$

In other words, a global section $\chi$ of QB determines two holomorphic functions $\chi_{i}$ [see (5.1)], who are related by the equation:

$$
\chi_{0}=h_{01} \cdot \chi_{1} \Leftrightarrow \chi_{0}(z)=i z^{n-1} \chi_{1}(1 / z)
$$

This shows that $\chi_{i}$ can be at most a polynomial in $z$ of degree $n-1$, implying that if we wish to obtain something nontrivial, then $n$ (and hence $\lambda$ ) should be positive, and that the resulting Hilbert space $H=L^{2}(M, F)_{\text {hol }}$ has dimension (at most) $n$. At this point we mention that, had we used the polarization $F^{\dagger}$ instead of $F$, then the complex coordinate $z^{\dagger}$ had been the holomorphic coordinate and we had found that $\chi_{i}$ could be at most a polynomial of degree $-n-1$, implying that $n$ (and hence $\lambda$ ) should be negative and that $H$ has dimension (at most) $-n$. To show that this bound on the holomorphic functions $\chi_{i}$ is in complete agreement with the inner product, we compute the densities ( $\Psi^{i}, \Psi^{i}$ ), using for-
mula (3.1):

$$
\begin{aligned}
\left(\Psi^{0}, \Psi^{0}\right)(z) & =\left(z^{\dagger} z+1\right)^{-n} \cdot\left(\omega\left(X_{z^{\dagger}}, X_{z}\right) /(i h)\right)^{1 / 2} \cdot|\omega| \\
& =(2 \lambda / h)^{1 / 2} \cdot\left(z^{\dagger} z+1\right)^{-n-1} \cdot\left|d z \wedge d z^{\dagger}\right| \\
& =2(n / 2 \pi)^{1 / 2} \cdot\left(z^{\dagger} z+1\right)^{-n-1} \cdot d x d y
\end{aligned}
$$

$$
\text { (with } z=x+i y)
$$

A similar result holds for ( $\Psi^{1}, \Psi^{1}$ ) but, since $S^{2} \backslash U_{0}$ consists of one point which has measure zero, it follows that we only have to deal with the chart $U_{0}$ with its holomorphic coordinate $z=x+i y$ : omitting $\Psi^{0}$ we obtain
$H=\{g: \mathbb{C} \rightarrow \mathbb{C} \mid g$ a polynomial of degree at most $n-1$ in $z$,

$$
\begin{aligned}
&\left.2\left(\frac{n}{2 \pi}\right)^{1 / 2} \int_{\mathrm{C}}|g(z)|^{2}\left(z^{\dagger} z+1\right)^{-n-1} d x d y<\infty\right\} \\
&\left\langle g, g^{\prime}\right\rangle=2\left(\frac{n}{2 \pi}\right)^{1 / 2} \int_{\mathbb{C}} g(z)^{\dagger} g^{\prime}(z)\left(z^{\dagger} z+1\right)^{-n-1} d x d y
\end{aligned}
$$

Careful analysis shows that the two conditions on $g$ are equivalent, hence we can say that $H$ consists of all polynomials of degree $n-1$ in $z$, and indeed, as already said, $H$ is a Hilbert space of dimension $n$.

The functions $g_{k}(z)=(n / 2 \pi)^{1 / 4}(n-1 \text { over } k)^{1 / 2} z^{k}$ form an orthonormal system in $H$ and hence the generalized Bergman kernel is given by

$$
K(w, z)=\left(\frac{n}{2 \pi}\right)^{1 / 2} \sum_{k=0}^{n-1}\binom{n-1}{k} w^{k} z^{\dagger k}
$$

Finally let $f$ be an observable (i.e., a real function on $S^{2}$ ) then on the chart $U_{0}$ :

$$
\begin{aligned}
& X_{f}=\frac{\left(z^{\dagger} z+1\right)^{2}}{2 i \lambda}\left(\frac{\partial f}{\partial z} \frac{\partial}{\partial z^{\dagger}}-\frac{\partial f}{\partial z^{\dagger}} \frac{\partial}{\partial z}\right), \\
& {\left[X_{f}, X_{z}\right]=} \\
& \frac{i}{2 \lambda} \frac{\partial\left(\left(z^{\dagger} z+1\right)^{2} \partial f / \partial z^{\dagger}\right)}{\partial z} X_{z} \\
& \\
& \quad+\frac{i}{2 \lambda} \frac{\partial\left(\left(z^{\dagger} z+1\right)^{2} \partial f / \partial z^{\dagger}\right)}{\partial z^{\dagger}} X_{z^{\dagger}}
\end{aligned}
$$

hence,

$$
\begin{align*}
L_{f}\left(g \Psi^{0}\right)= & {\left[\frac{1}{2 n} \frac{\partial\left(\left(z^{\dagger} z+1\right)^{2} \partial f / \partial z^{\dagger}\right)}{\partial z}\right.} \\
& \left.+f-z^{\dagger}\left(z^{\dagger} z+1\right) \frac{\partial f}{\partial z^{\dagger}}\right] g(z) \Psi^{0} \\
& +\frac{1}{n}\left(z^{\dagger} z+1\right)^{2} \frac{\partial f}{\partial z^{\dagger}} \frac{d g}{d z} \Psi^{0} \tag{7.1}
\end{align*}
$$

Applying Theorem 5.8, using partial integration, and omitting $\Psi^{0}$ we find the following prescription for operators.

Prescription: For an observable $f$ on $S^{2}$, the corresponding operator on polynomials $g$ of degree $2 \lambda / \hbar-1$ is given by

$$
\begin{aligned}
(f g)(w)= & \frac{n}{\pi} \sum_{k=0}^{n-1}\binom{n-1}{k} w^{k} \int_{C} \frac{z^{\dagger k} g(z)}{\left(z^{\dagger} z+1\right)^{n+1}} \\
& \times\left[f\left(z, z^{\dagger}\right)-\frac{\left(z^{\dagger} z+1\right)^{2}}{2 n} \frac{\partial^{2} f}{\partial z \partial z^{\dagger}}\right] d x d y .
\end{aligned}
$$

Examples: Let $(a, b, c) \in S^{2} \subset \mathbb{R}^{3}$, then the correspon-
dence between the three coordinates ( $a, b, c$ ) and the complex coordinate $z$ is given by
$a=\left(z^{\dagger}+z\right) \cdot\left(z^{\dagger} z+1\right)^{-1}, \quad b=i\left(z^{\dagger}-z\right) \cdot\left(z^{\dagger} z+1\right)^{-1}$,
$c=\left(z^{\dagger} z-1\right) \cdot\left(z^{\dagger} z+1\right)^{-1}$,
which represents the projection from the north pole onto the $x-y$ plane. Now we introduce the spin observables $S_{1}=\lambda a$, $S_{2}=\lambda b$, and $S_{3}=\lambda c$; for these observables the expression in (7.1) is already holomorphic, so in this case we do not need to apply the generalized Bergman kernal to obtain the corresponding operators, which are

$$
\begin{aligned}
& \mathrm{S}_{1}=\frac{1}{2} \hbar\left[\left(1-z^{2}\right) \frac{d}{d z}+(n-1) z\right] \\
& \mathrm{S}_{2}=\frac{1}{2} i \hbar\left[\left(1+z^{2}\right) \frac{d}{d z}-(n-1) z\right] \\
& \mathrm{S}_{3}=\frac{1}{2} \hbar\left[2 z \frac{d}{d z}-(n-1)\right]
\end{aligned}
$$

whence

$$
\left(\mathrm{S}_{2}\right)^{2}+\left(\mathrm{S}_{2}\right)^{2}+\left(\mathrm{S}_{3}\right)^{2}=\frac{1}{4} \hbar^{2}\left(n^{2}-1\right) 1
$$

When we say that this model with a classical parameter $\lambda=\left(s+\frac{1}{2}\right) \hbar$ describes a particle with $\operatorname{spin} s(2 s=0,1,2, \ldots)$, then these results are in complete agreement with the usual quantum mechanical description of spin: the Hilbert space of a particle with spin $s$ has dimension $2 s+1=2 \lambda / \hbar=n$ and the sum of squares of the spin operators is $s(s+1) \hbar^{2} 1=\frac{1}{4} \hbar^{2}\left(n^{2}-1\right) 1$. Moreover, if we express the spin operators as matrices with respect to the orthonormal basis $g_{k}$ introduced above (in descending order!), then one recovers the usual Pauli-spin matrices; in particular in the case $n=2\left(\right.$ spin $\left.-\frac{1}{2}\right)$ one obtains

$$
\begin{aligned}
& \mathrm{S}_{1}=\frac{1}{2} \hbar\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right), \quad \mathrm{S}_{2}=\frac{1}{2} \hbar\left(\begin{array}{rr}
0 & -i \\
i & 0
\end{array}\right) \\
& \mathrm{S}_{3}=\frac{1}{2} \hbar\left(\begin{array}{rr}
1 & 0 \\
0 & -1
\end{array}\right)
\end{aligned}
$$

and in the case $n=3($ spin-1):

$$
\begin{aligned}
& \mathrm{S}_{1}=\frac{1}{2} \sqrt{ } 2 \hbar\left(\begin{array}{lll}
0 & 1 & 0 \\
1 & 0 & 1 \\
0 & 1 & 0
\end{array}\right) \\
& \mathrm{S}_{2}=\frac{1}{2} i \sqrt{ } 2 \hbar\left(\begin{array}{rrr}
0 & -1 & 0 \\
1 & 0 & -1 \\
0 & 1 & 0
\end{array}\right) \\
& \mathrm{S}_{3}=\hbar\left(\begin{array}{llr}
1 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & -1
\end{array}\right)
\end{aligned}
$$

Remark 1: If one computes in the case

$$
\lambda=\hbar\left(\Leftrightarrow n=2 \Leftrightarrow s=\frac{1}{2}\right)
$$

the operators associated to the observable $f=\left(S_{j}\right)^{2}$ then one finds in all cases $f=\left[\left(\hbar^{2}\right) / 3\right] 1$, which is in agreement with the observation that $S_{1}^{2}+S_{2}^{2}+S_{3}^{2}=\hbar^{2}$. There is no contradiction with the fact that the sum of squares of the spin operators is not equal to the operator associated to the sum of squares of the spin observables because we nowhere showed nor used that the operator corresponding to a product should be the product of the corresponding operators.

Remark 2: Contrary to the opinion stated in Ref. 2, $\S 11.2$, p. 205 (see also Ref. 7, §6.3.6]), it is not necessary to change the quantization method to obtain a correct description of the quantized spin. The procedure described above is quite adequate: the classical model with parameter $\lambda\left(=n \cdot \frac{1}{2} \hbar\right)$ describes, after quantization, a particle with spin $s=\lambda / \hbar-\frac{1}{2}$. In my opinion it has the definite advantage that can describe a particle with spin, value zero, i.e., in the classical model there exist spin observables, which yield, after quantization, always the value zero. The alternative is a classical model without an extra sphere in the phase space, hence without the possibility to measure spin (except by saying that it does not exist). At this point it should be mentioned that the value $\lambda=0$ is not allowed, because then the symplectic form reduces to zero and is no longer a symplectic form.

## VIII. APPLICATION III

In this section we want to analyze the effect of the quantization prescription given in Sec. VI, when translated to the usual Schrödinger representation: $H=$ functions of the position (see also Ref. 2, §8.1 and Ref. 7, §5.11.5). We will do this in the case $M=T^{*} \mathbb{R}^{3}=\mathbb{R}^{6}=\mathbb{C}^{3}$; the phase space of a single particle in $\mathbb{R}^{3}$. To avoid confusion with dimensions we introduce (as in Remark 3 of Sec. VI) constants $\alpha$ and $\beta$ and dimensionless coordinates $x_{j}=p_{j} / \alpha$ and $y_{j}=q_{j} / \beta$ on $M$; furthermore we define the complex coordinates $z_{j}=x_{j}+i y_{j}$ (the coordinate $z^{\prime}$ of Remark 3, Sec. VI), and we introduce the dimensionless constant $\gamma=\alpha \beta / \hbar$. Finally we introduce two polarizations: a "holomorphic" polarization $F_{h}$ spanned by $X_{z j}$ and a "vertical" polarization $F_{v}$ spanned by $X_{y j}$.

In these coordinates $\omega=\alpha \beta \Sigma_{j} d x_{j} \wedge d y_{j}$ and as in Sec. VI we use the symplectic potential

$$
\vartheta=\frac{1}{2} \alpha \beta \sum_{j}\left(x_{j} d y_{j}-y_{j} d x_{j}\right)
$$

To facilitate the notations we introduce the column vectors $\mathbf{x}, \mathbf{y}$, and z with entries $x_{j}, y_{j}$, and $z_{j}$; furthermore the symbol $T$ applied on column vectors will denote transposition and the symbol ${ }^{\dagger}$ will denote transposition and complex conjugation, hence $\|\mathbf{z}\|^{2}=\mathbf{z}^{\dagger} \mathbf{z}=\mathbf{x}^{T} \mathbf{x}+\mathbf{y}^{T} \mathbf{y}=\|\mathbf{x}\|^{2}+\|\mathbf{y}\|^{2} \in \mathbb{R}$.

The bundles $L, R^{F}, R^{\sim F}, R^{\sim F}$, and hence $Q B$ are trivial for both polarizations, so we identify sections with functions on $M$. With the symplectic potential $\vartheta$ we compute the $F$ constant sections of $L$ according to (1.2):
$\Psi F_{v}$ constant $\Leftrightarrow \Psi(\mathbf{x}, \mathbf{y})=\Psi_{v}(\mathbf{y}) \exp \left(-\frac{1}{2} i \gamma \mathbf{x}^{T} \mathbf{y}\right)$,
$\chi F_{h}$ constant $\Leftrightarrow \chi(\mathbf{x}, \mathbf{y})=\chi_{h}(\mathbf{z}) \exp \left(-\frac{1}{4} \gamma^{\dagger} \mathbf{z}\right)$
and $\chi_{h}$ holomorphic in z.
Applying the theory of Sec. III we obtain two Hilbert spaces $H_{v}$ and $H_{h}$ given by

$$
\begin{aligned}
H_{v}= & \left\{\left.\Psi_{v}(\mathbf{y})\left|\int_{\mathbf{R}^{3}}\right| \Psi_{v}(\mathbf{y})\right|^{2} d \mathbf{y}<\infty\right\}, \\
H_{h}= & \left\{\left.\chi_{h}(\mathbf{z})\left|(\gamma / \pi)^{3 / 2} \int_{\mathbf{C}^{3}}\right| \chi_{h}(z)\right|^{2}\right. \\
& \left.\times \exp \left(-\frac{1}{2} \gamma \mathbf{z}^{\dagger} \mathbf{z}\right) d \mathbf{x} d \mathbf{y}<\infty\right\} .
\end{aligned}
$$

Since the polarizations $F_{v}$ and $F_{h}$ satisfy conditions (2.1)
with $D^{\wedge}=\{0\}$ and $E^{\wedge}=T^{*} M$, there exists a pairing between $H_{v}$ and $H_{h}$ given by [using formula (2.4)]:

$$
\begin{aligned}
\left\langle\Psi_{v}, \chi_{h}\right\rangle= & \left(\frac{1}{2} \frac{i \gamma}{\pi}\right)^{3 / 2} \int_{\mathbb{C}^{3}}\left(\Psi_{v}(\mathbf{y}) \exp \left(-\frac{1}{2} i \gamma \mathbf{x}^{T} \mathbf{y}\right)\right)^{\dagger} \\
& \times \chi_{h}(z) \exp \left(-\frac{1}{4} \gamma \mathbf{z}^{\dagger} \mathbf{z}\right) d \mathbf{x} d \mathbf{y}
\end{aligned}
$$

This pairing defines unitary maps $U_{v h}: H_{h} \rightarrow H_{v}$ and $U_{h v}$ : $H_{v} \rightarrow H_{h}$ by

$$
\begin{equation*}
\left\langle\Psi_{v}, U_{v h} \chi_{h}\right\rangle_{H v}=\left\langle\Psi_{v}, \chi_{h}\right\rangle=\left\langle U_{h v} \Psi_{v}, \chi_{h}\right\rangle_{H h}, \tag{8.1}
\end{equation*}
$$

which are given explicitly by the formulas

$$
\begin{aligned}
\left(U_{v h} \chi_{h}\right)(\mathbf{y})= & {\left[e^{\pi i / 4}\left(\frac{1}{2} \gamma\right)^{1 / 2}\right]^{3} } \\
& \times \int \chi_{h}(\mathbf{z}) \exp \left(-\frac{1}{4} \gamma\left[\mathbf{z}^{\dagger} \mathbf{z}-2 i \mathbf{x}^{T} \mathbf{y}\right]\right) d \mathbf{x} \\
\left(U_{h v} \Psi_{v}\right)(\mathbf{z})= & {\left[e^{-\pi i / 4}\left(\frac{1}{\pi} \gamma\right)^{1 / 2}\right]^{3} \int \Psi_{v}(s) } \\
& \times \exp \left(-\frac{1}{4} \gamma\left[-\mathbf{z}^{T} \mathbf{z}+4 i \mathbf{s}^{T} \mathbf{z}+2 \mathbf{s}^{T} \mathbf{s}\right]\right) d \mathbf{s}
\end{aligned}
$$

That these formulas are indeed given by (8.1), that they are unitary, and that they are inverse to each other can be verified by using the reproducing formula (6.1), the Fourier integral $\int \exp (i x y) d x=2 \pi \delta(y)$ and the Gaussian integral $\int \exp \left(-\pi x^{2} / a\right) d x=\sqrt{ } a($ for $a>0)$.

With these ingredients we can translate the prescription of Sec. VI as given by formula (6.2) to the usual Schrödinger quantization: let $f=f(\mathbf{x}, \mathbf{y})$ be an arbitrary observable and let $\Psi_{v} \in H_{v}$, then

$$
\mathbf{f} \Psi_{v}=U_{v h}\left(\mathbf{f}\left(U_{h v} \Psi_{v}\right)\right)=U_{v h}\left(\left(L_{f}\left(U_{h v} \Psi_{v}\right)\right)_{\mathrm{hol}}\right)
$$

or, more explicitly,

$$
\begin{align*}
\left(\mathbf{f} \Psi_{v}\right)(\mathbf{y})= & {\left[\frac{1}{2}\left(\frac{\gamma}{\pi}\right)^{3 / 2}\right]^{3} \iiint \exp \left(i \gamma \mathbf{r}^{T}(\mathbf{y}-\mathbf{t})\right) } \\
& \times \exp \left(-\frac{1}{2} \gamma\left[\|\mathbf{t}-\mathbf{s}\|^{2}+\|\mathbf{y}-\mathbf{s}\|^{2}\right]\right. \\
& \times\left(f\left(\mathbf{r}, \mathbf{s}-(4 \gamma)^{-1}\left[\Delta_{r}+\Delta_{s}\right] f\right)\right. \\
& \times \Psi_{v}(\mathbf{t}) d \mathbf{r} d \mathbf{s} d \mathbf{t} \tag{8.2}
\end{align*}
$$

Example I: If the observable $f$ does not depend on $x$, i.e., it depends only on the position coordinates, then the integration over $r$ and $t$ in (8.2) can be performed and one obtains

$$
\begin{aligned}
\left(\mathbb{f} \Psi_{v}\right)(\mathbf{y})= & {\left[\left(\frac{\gamma}{\pi}\right)^{3 / 2} \int\left(f-(4 \gamma)^{-1} \Delta f\right)(\mathbf{s})\right.} \\
& \left.\times \exp \left(-\gamma\|\mathbf{y}-\mathbf{s}\|^{2}\right) d \mathbf{s}\right] \cdot \Psi_{v}(\mathbf{y})
\end{aligned}
$$

in other words f is multiplication with a function $f^{0}(\mathbf{y})$ defined by

$$
\begin{align*}
f^{0}(\mathbf{y})= & \left(\frac{\gamma}{\pi}\right)^{3 / 2} \int\left(f-(4 \gamma)^{-1} \Delta_{s} f\right)(\mathbf{s}) \\
& \times \exp \left(-\gamma\|\mathbf{y}-\mathbf{s}\|^{2}\right) d \mathbf{s} \\
= & \left(1-(4 \gamma)^{-1} \Delta_{y}\right) \\
& \times\left[\left(\frac{\gamma}{\pi}\right)^{3 / 2} \int f(\mathbf{s}) \exp \left(-\gamma\|\mathbf{y}-\mathbf{s}\|^{2}\right) d \mathbf{s}\right] \tag{8.3}
\end{align*}
$$

We now notice that the constant $1 / \gamma$ is usually very small ( $\alpha=1 \mathrm{~m}, \beta=1 \mathrm{~kg} \cdot \mathrm{~m} / \mathrm{sec} \Rightarrow \gamma \approx 10^{34}$ ), so if we neglect for the moment the additional term ( $4 \gamma)^{-1} \Delta$ in (8.3) then $f^{0}$ is the convolution of $f$ with a Gaussian curve of width $\approx 1 / \gamma$, i.e., roughly speaking $f^{0}$ is the average of the potential $f$ over a region of dimension $1 / \gamma$ around the point $y$. This prescription of replacing the potential by such an average is sometimes used in quantum mechanics to explain certain correction terms (e.g., the Darwin term in the Hamiltonian of the hydrogen atom, see Ref. 9 with the explanation that the electron is not a mathematical point). Let us investigate in more detail the integral (8.3), to see its effect upon different potentials:

$$
\begin{array}{cccccc}
f=1 & y_{1} & y_{2} y_{3} & \left(y_{1}\right)^{2} & \left(y_{2}\right)^{3} & \left(y_{2}\right)^{4} \\
f^{0}=1 & y_{1} & y_{2} y_{3} & \left(y_{1}\right)^{2} & \left(y_{2}\right)^{3} & \left(y_{2}\right)^{4}-3(2 \gamma)^{-2}
\end{array}
$$

Another interesting potential is the Coulomb potential $f(\mathbf{y})=\|\mathbf{y}\|^{-1}$ for which one obtains

$$
\begin{aligned}
f^{0}(\mathbf{y})= & \|\mathbf{y}\|^{-1}\left(\frac{\gamma}{\pi}\right)^{1 / 2} \int_{-\|\mathbf{y}\|}^{\|\mathbf{y}\|} \exp \left(-\gamma \tau^{2}\right) d \tau \\
& +\left(\frac{\gamma}{\pi}\right)^{1 / 2} \exp \left(-\gamma\|\mathbf{y}\|^{2}\right) \\
= & \|\mathbf{y}\|^{-1} \cdot \operatorname{erf}(\sqrt{ } \boldsymbol{\gamma}\|\mathbf{y}\|)+(\gamma / \pi)^{1 / 2} \exp \left(-\gamma\|\mathbf{y}\|^{2}\right)
\end{aligned}
$$

and we see that indeed $f^{0}$ differs from $f$ only in a region of dimension $1 / \gamma$.

Example 2: In this example we consider observables which are linear in the momentum (i.e., linear in $x$ ), so suppose $f(\mathbf{x}, \mathbf{y})=x_{j} \cdot g(\mathbf{y})$, then one finds after partial integration in (8.2) with respect to the variable $t$ :

$$
\begin{aligned}
\left(\mathbf{f} \Psi_{v}\right)(\mathbf{y})= & -\frac{i}{\gamma} \frac{\partial \Psi_{v}}{\partial y_{j}}(\mathbf{y})\left[\left(\frac{\gamma}{\pi}\right)^{3 / 2} \int\left(g-(4 \gamma)^{-1} \Delta g\right)(\mathbf{s}) \exp \left(-\gamma\|\mathbf{y}-\mathbf{s}\|^{2}\right) d \mathbf{s}\right] \\
& +\Psi_{v}(\mathbf{y}) \cdot\left[\frac{-\frac{1}{2} i}{\gamma} \cdot\left(\frac{\gamma}{\pi}\right)^{3 / 2} \int \frac{\partial\left(g-(4 \gamma)^{-1} \Delta g\right)}{\partial \mathbf{s}_{j}} \exp \left(-\gamma\|\mathbf{y}-\mathbf{s}\|^{2}\right) d \mathbf{s}\right]
\end{aligned}
$$

or without the wave function $\Psi_{v}$ :

$$
\begin{align*}
\mathbf{f}= & {\left[\left(\frac{\gamma}{\pi}\right)^{3 / 2} \int\left(g-(4 \gamma)^{-1} \Delta g\right)(\mathbf{s}) \exp \left(-\gamma\|\mathbf{y}-\mathbf{s}\|^{2}\right) d \mathbf{s}\right] \frac{-i}{\gamma} \frac{\partial}{\partial y_{j}} } \\
& +\left[\frac{-\frac{1}{2} i}{\gamma} \cdot\left(\frac{\gamma}{\pi}\right)^{3 / 2} \int \frac{\partial\left(g-(4 \gamma)^{-1} \Delta g\right)}{\partial s_{j}} \exp \left(-\gamma\|\mathbf{y}-\mathbf{s}\|^{2}\right) d \mathbf{s}\right] . \tag{8.4}
\end{align*}
$$

There are several interesting possibilities, of which we will study only two: the case $f=x_{j}$ (i.e., the linear momentum) and the case $f=y_{j} x_{k}-y_{k} x_{j}$ (i.e., the angular momentum). Evaluating the integrals in (8.4) we see that the second term vanishes in both cases and (after some calculations) we obtain

$$
\begin{array}{ll}
f=x_{j} & \Rightarrow \mathbf{f}=\frac{-i}{\gamma} \frac{\partial}{\partial y_{j}} \\
f=y_{j} x_{k}-y_{k} x_{j} & \Rightarrow \mathbf{f}=\frac{-i}{\gamma}\left(y_{j} \frac{\partial}{\partial y_{k}}-y_{k} \frac{\partial}{\partial y_{j}}\right)
\end{array}
$$

or, reintroducing $p_{j}=\alpha x_{j}, q_{j}=\beta \gamma_{j}$ and $\gamma=\alpha \beta / \hbar$ :

$$
\begin{array}{ll}
f=p_{j} & \Rightarrow \mathbf{f}=-i \hbar \frac{\partial}{\partial q_{j}} \\
f=q_{j} p_{k}-q_{k} p_{j} & \Rightarrow \mathbf{f}=-i \hbar\left(q_{j} \frac{\partial}{\partial q_{k}}-q_{k} \frac{\partial}{\partial q_{j}}\right) .
\end{array}
$$

Example 3: We could go on with higher powers of $\mathbf{x}$, but the calculations become more and more complicated. However, the observable $f=\frac{1}{2}\|\mathbf{x}\|^{2}$ is interesting enough to calculate; after twice integrating by parts in (8.2) one finally obtains

$$
\mathbf{f}=-\left(2 \gamma^{2}\right)^{-1} \Delta_{\mathbf{y}}
$$

or, in other words, the kinetic energy $\frac{1}{2}\|\mathbf{p}\|^{2}$ is represented by $-\frac{1}{2} \hbar^{2} \Delta_{q}$.

## IX. FINAL REMARKS

Remark 1: It should be noted that the theory of generalized Bergman kernels can be applied as well to geometric quantization using $\left(-\frac{1}{2}\right)-F$-densities instead of $\left(-\frac{1}{2}\right)-F$ forms, because in that case too, two $F$-constant sections of QB differ by a function which is holomorphic on the leaves of $\pi_{*} E$.

Remark 2: The difference between the use of $\left(-\frac{1}{2}\right)-F$ densities and $\left(-\frac{1}{2}\right)-F$-forms in the first application is that in prescriptions I and II the expression $f-\hbar \partial^{2} f / \partial z \partial z^{\dagger}$ should be replaced by $f-2 \hbar \partial^{2} f / \partial z \partial z^{\dagger}$.

In the second application the difference is that (a) in the description of the Hilbert space $H$, the "parameter" $n$ should be replaced by $n+1$ (so the dimension of $H$ becomes $n+1$ instead of $n$ ) and (b) in the prescription for $f$ the expression $f-\left(z^{\dagger} z+1\right)^{2} / 2 n \partial^{2} f / \partial z \partial z^{\dagger}$ should be replaced by $f-\left(z^{\dagger} z+1\right)^{2} / n \partial^{2} f / \partial z \partial z^{\dagger}$ (N.B. here $n$ should not be replaced by $n+1$ ).

If one now calculates the operators $S_{j}$, one obtains the same Pauli-spin matrices, except for a different value of $n$ : $n=1$ now represents $s=\frac{1}{2}, n=2$ represents $s=1$, etc., in accordance with $\left(\mathrm{S}_{1}\right)^{2}+\left(\mathrm{S}_{2}\right)^{2}+\left(\mathrm{S}_{3}\right)^{2}=\frac{1}{4} \hbar^{2} n(n+1) 1$. Moreover, for $n=1$ ( $\Leftrightarrow s=\frac{1}{2} \Leftrightarrow \lambda=\frac{1}{2} \hbar$ ) the operators associated to $S_{j}^{2}$ are all equal to $\left(\hbar^{2} / 12\right) 1$.

The differences in the third application are all due to the differences as described for application $I$; the connection between $H_{v}$ and $H_{h}$ remains the same.
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#### Abstract

A generalized fiber bundle model in which the fibers are Hilbert spaces is studied. Unitary transformations are used to define a unitary isomorphism ("parallelism") among them. The Weyl group is first used to "connect" the projective Hilbert spaces (ray spaces) and to introduce a one-form connection that defines which coset at a point $y$ is parallel to a given coset at another point $x$. Then, the central extension of the Weyl group by $\mathrm{U}(1)^{\prime}$ is studied in order to introduce the most general mapping between the elements of these cosets. This leads to a two-form connection and makes the model a good candidate for a fiber bundle approach to string theories.


## I. INTRODUCTION

Gauge theory in physics is similar to fiber bundle theory in geometry. At each point of the base manifold (spacetime) we have a fiber isomorphic to a group $G$. The connection is a one-form which defines an isomorphism ("parallelism") between the $G$ at a point $x$ and the $G$ at a different point $y$. The one-form connection and the corresponding two-form curvature are interpreted in physics as the potential and the gauge field. In this paper we study a more general fiber bundle type of model. We consider Hilbert spaces as fibers and introduce unitary transformations in order to define a unitary isomorphism ("parallelism") among them.

Our model is the generalized version of scalar electrodynamics (e.g., Ref. 1) which includes not only the $\pm e$ charges but also all the higher charges $\pm 2 e, \pm 3 e$, etc. The wave function is $\phi(x, \theta)$, where $\theta$ is a coordinate for the $\mathrm{U}(1)$ gauge group. The electric charge is treated in a quantum mechanical way (like the momentum). The charge operator is $\hat{q}=$ ie $\partial_{\theta}$ and the $e$ plays the role of Planck's constant for the $\theta$ dimension. Periodicity in $\theta(\phi(x, \theta+2 \pi)=\phi(x, \theta))$ gives a discrete charge spectrum. We regard the $\phi(x, \theta)$ as a collection of wave functions $\phi_{x}(\theta)$ at the various points $x$ of four-dimensional space-time. At each point $x$ we introduce a Hilbert space
$H_{x}=\{$ complex periodic functions of $\theta\}$.
The unitary transformations will be used to "connect" (i.e., to define a unitary isomorphism between) the Hilbert spaces at the various points $x$. The group of unitary transformations is ${ }^{2}$

$$
\begin{equation*}
G=\{\exp (i \alpha \hat{q}) \exp (i N \hat{\theta}) \exp (i \gamma)\} \tag{1}
\end{equation*}
$$

We start with the projective Hilbert spaces $\mathrm{PH}_{x}$ (or ray spaces in Weyl's terminology). In PH the $\operatorname{coset}\{\exp (i \gamma)$ $\times|\theta\rangle \mid$ arbitrary $\gamma$, fixed $\theta\}$ represents one element. Kets with different quantum phase represent the same element. The group of unitary transformations for this space is $W=G \mid \mathrm{U}(1)^{\prime}\left(\mathrm{U}(1)^{\prime}=\{\exp (i \gamma)\}\right)$ and is known as Weyl group of quantum canonical transformations. ${ }^{2}$ The $\mathrm{U}(1)^{\prime}$ represents the "quantum phase" and is the center of the group $G$. We call it $U(1)$ ' in order to distinguish it from the original $\mathrm{U}(1)$ group, which is in our model the $\theta$ dimension.

Local Weyl transformations will lead to the potential

[^6]operator $A_{\mu} \hat{q}$. The coset $I_{1}=\{\exp (i \gamma)|\theta\rangle \mid \operatorname{arbitrary} \gamma\}$ at $x$, is now parallel to the coset $I_{2}=\{\exp (i \gamma) \mid \theta$ $\left.+\int_{x(c)}^{y} A_{\mu} \delta x_{\mu}\right\rangle \mid$ arbitrary $\left.\gamma\right\}$ at $y$. This expresses the wellknown fact that parallel transport along a curve $C$ changes the $U(1)$ phase by the path-dependent quantity $\int_{x(c)}^{y} A_{\mu} \delta x_{\mu}$. Up to this point our model simply contains the structure of a standard gauge theory (a one-form connection). Since, however, the $I_{1}$ and $I_{2}$ are cosets we can introduce a mapping between the elements of $I_{1}$ and the elements of $I_{2}$. If we do that in the most general way, we are led to a new two-form connection (and the corresponding threeform curvature).

In order to introduce this mapping in the most general way, we explore all the groups $G$ that can be constructed from a given $W$ and $\mathrm{U}(1)^{\prime}$. The only constraints are that $W=G \mid U(1)^{\prime}$ and that $U(1)^{\prime}$ is the center of $G$. The subject of central extensions ${ }^{3,4}$ explores this problem. In general the group $G$ will have the elements given in (1) with the multiplication rule

$$
\begin{align*}
g_{1} g_{2}= & \left\{\exp \left(i \alpha_{1} q\right) \exp \left(i N_{1} \theta\right) \exp \left(i \gamma_{1}\right)\right\} \\
& \times\left\{\exp \left(i \alpha_{2} q\right) \exp \left(i N_{2} \theta\right) \exp \left(i \gamma_{2}\right)\right\} \\
= & \exp \left\{i\left(\alpha_{1}+\alpha_{2}\right) q\right\} \exp \left\{i\left(N_{1}+N_{2}\right) \theta\right\} \\
& \times \exp \left\{i\left(\gamma_{i}+\gamma_{2}+\sigma\left(\alpha_{1}, N_{1} ; \alpha_{2}, N_{2}\right)\right)\right\} \tag{2}
\end{align*}
$$

The $\sigma\left(\alpha_{1}, N_{1} ; \alpha_{2}, N_{2}\right)$ is called a factor set and is restricted by the associativity requirement.

Our basic assumption is that there is no preference to a particular extension and that we should try to construct a theory, covariant under transformations with any of the multiplication rules given in (2). The fundamental, for fiber bundle theory, concept of parallelism has been broadened in our model; at each point of space-time we introduce a whole class of groups $G$, all with the same elements but different multiplication rules. We then show that in order to define a mapping ("parallelism") between these multiplication rules at the various points of space-time, a two-form "connection" is required. If $g(x)$ is an element of the group $G$, then $g^{-1}(x) \partial_{\mu} g(x)$ depends on the multiplication rule, i.e., on the extension. For a given $g(x)$ and under a transformation from one extension into another

$$
g^{-1} \partial_{\mu} g \rightarrow g^{-1} \partial_{\mu} g+i \Lambda_{\mu}
$$

The $\Lambda_{\mu}$ is a quantity that we will calculate. This transforma-
tion of the extension introduces loop gauge transformations ${ }^{5}$ and consequently a two-form potential $A_{\mu \nu}$ and a three-form gauge field $f_{\mu \nu \lambda}$. In this sense we have a particular type of a string model. Our strings are simply tubes of magnetic flux. This is the original but a very particular interpretation and application of string theory. Another interpretation (following Ref. 6) uses the lower modes of the infinite spectrum, which necessarily exists in every string theory, to describe all the existing physical particles and therefore unify all the physical theories. Our model contains of course an infinite spectrum but it is an infinite spectrum of electric and magnetic charges.

The standard fiber bundle theory (i.e., the standard local gauge theory) is too restrictive and cannot accommodate quantized monopoles and quantized magnetic strings. The Bianchi identity $\partial_{\mu}{ }^{*} f_{\mu \nu}=0$ does not allow magnetic sources. Magnetic monopoles ${ }^{7}$ are introduced as line singularities in space-time. They create a nontrivial topology which is able to accommodate many cohomology classes of $f_{\mu \nu}$. With this argument we get the standard Dirac ${ }^{7}$ currents

$$
\begin{align*}
& J_{\mu \nu}=\int \delta(x-y)\left\{y^{\mu}(\tau, \sigma), y^{\nu}(\tau, \sigma)\right\} d \tau d \sigma  \tag{3}\\
& \partial_{\mu} J_{\mu \nu}=J_{\nu}^{\prime}=\int \delta(x-y) \frac{d y^{\mu}(\tau)}{d \tau} d \tau \tag{4}
\end{align*}
$$

which are semiclassical. The string follows one particular world surface $y^{\mu}(\tau, \sigma)$ and not all the surfaces as quantum physics would require. The $J_{\mu \nu}$ is given in (3) in terms of this particular surface $y^{\mu}(\tau, \sigma)$ and not in terms of a wave function. The magnetic monopole is also semiclassical and it follows only one world line ( $y^{\mu}(\tau) \equiv y^{\mu}(\tau, \sigma=0)$ ) in spacetime and not all the world lines as quantum physics would require. The magnetic current of Eq. (4) is given in terms of a $\delta$ function of the position and not in terms of a monopole wave function.

The quantization of string theory is currently under development and is discussed from various points of view. One approach is the Polyakov ${ }^{8}$ functional integration over surfaces. Another more recent approach ${ }^{9}$ is based on BRST (Becchi-Rouet-Stora-Tyutin) invariance. The connection of this approach with Connes' noncommutative geometry has been discussed in Ref. 10. A fiber bundle type of approach to string theory is desirable for theoretical and practical reasons. It will state clearly and explicitly its symmetry content; this should be the starting point of the theory, but historically it was developed in a different way and its symmetry content is rather unclear. It will also show how from fundamental assumptions we are led to the physics of string theory, in analogy with gauge theories and gravity. For mathematicians it will open new directions to explore. Here we study a generalization of fiber bundles which uses Hilbert spaces as fibers and which leads to the two-form connection and the two-form current that characterize string theories. We show that the currents $J_{\mu \nu}$ and $J_{\nu}^{\prime}$ have not the semiclassical form of Eqs. (3) and (4) but that they are expressed in terms of the field $\phi(x, \theta)$. Therefore we claim that our model is a good candidate for a fiber bundle approach to string theories. It is quite clear that the aspects of quantized string that we discuss here are quite different from those in Ref. 8
or those in Ref. 9. At this stage it is not explicitly clear the connection among them; this is a more difficult task.

We conclude this section by sketching the relation between our work and Ref. 11 which also played an important role in the development of the subject. The later is on $\mathrm{SU}(N)$ gauge theories but it is known ${ }^{12}$ that there is a relation between string theories and the $\mathrm{SU}(N)(N \rightarrow \infty)$ gauge theory. Let us discretize our $\theta$ position space, by taking $N$ points uniformly distributed in the $\theta$ dimension. We have in this case quantum mechanics on a discrete position space of $N$ points (Ref. 2, Schwinger, p. 63, Weyl, § IV.14). The momentum space is discrete and contains $N$ momenta, i.e., we have $N$ charges, $l e, \ldots, N e(d e f i n e d \bmod N)$. The quantum phase is in this case an element of $Z_{N}$. The wave function becomes $\phi(x, K), K=1, \ldots, N$, and the Hilbert space $H_{x}$ is finite $(N)$ dimensional. The group of unitary transformations is $\mathrm{U}(N)$ and the Weyl group $\mathrm{U}(N) \mid Z_{N}$. From a mathematical point of view this model is similar to the $\mathrm{U}(N)$ gauge theory. In Ref. 11, the quantum mechanical algebra that is appropriate for this case,

$$
\begin{aligned}
& V^{l} U^{k}=U^{k} V^{l} \exp \{i(k l) / N\}, \quad k, l \text { integers } \\
& U^{N}=V^{N}=1
\end{aligned}
$$

has been used, to introduce general pseudoperiodic boundary conditions in a finite box. A finite number of different classes have been found. Our model is in the $N \rightarrow \infty$ limit (Ref. 2, Schwinger, p. 259, Weyl, § IV.15). We use the standard quantum mechanical algebra for a circle position space. Our momentum space is discrete and infinite and our quantum mechanical phase is an element of the group $U(1)^{\prime}$. The extensions of $W$ by $\mathrm{U}(1)^{\prime}$ introduce a similar effect with the nontrivial boundary conditions in Ref. 11. Indeed, we study $H^{2}\left(W, U(1)^{\prime}\right)$ in Sec. II and we find an infinite number of classes.

We finally mention Ref. 13 where obstruction to group extension (which is related ${ }^{3}$ to $H^{3}$ ) has been used in the study of magnetic monopoles. The associativity and consequently the Jacobi and Bianchi constraints are violated. In our paper we respect associativity and we explore $H^{2}=Z^{2} \mid B^{2}$.

## II. EXTENSIONS AND COHOMOLOGY OF THE WEYL GROUP

The Weyl group for a circle position space is ${ }^{2} W$ $=\boldsymbol{G} \mid \mathbf{U}(1)^{\prime}$,
$G=\{\exp (i \alpha \hat{q}) \exp (i N \hat{\theta}) \exp (i \gamma)\}$,
$\mathrm{U}(1)^{\prime}=\{\exp (i \gamma)\}, \quad \hat{q}=i e \partial_{\theta}, \quad N$ integer.
Here, $W$ is an Abelian group with elements the cosets

$$
\begin{align*}
& w_{1}=w\left(N_{1}, \alpha_{1}\right)=\left\{\exp \left(i \alpha_{1} \hat{q}\right) \exp \left(i N_{1} \hat{\theta}\right)\right. \\
&\times \exp (i \gamma) \mid \gamma \text { arbitrary }\}  \tag{6}\\
& w\left(N_{1}, \alpha_{1}\right) w\left(N_{2}, \alpha_{2}\right)=w\left(N_{1}+N_{2}, \alpha_{1}+\alpha_{2}\right)
\end{align*}
$$

We are going to search for all the nontrivial ways of reconstructing $G$ from a certain $W=G \mid \mathrm{U}(1)^{\prime}$ and $\mathrm{U}(1)^{\prime}$. This problem is known in the mathematical literature as group extension. ${ }^{3,4}$ Here we are only interested in extensions where the $U(1)^{\prime}$ is the center of $G$ (central extensions). We
use the notation $g_{1}=w_{1} \exp \left(i \gamma_{1}\right)$ for an element of $G$, where $w_{1}$ is an element of $W$ and $\exp \left(i \gamma_{1}\right)$ an element of $U(1)^{\prime}$. We also use the notation $g_{1}=\exp \left(i \alpha_{1} \hat{q}\right) \exp \left(i N_{1} \hat{\theta}\right) \exp \left(i \gamma_{1}\right)$ keeping in mind that the $\exp \left(i \alpha_{1} \hat{q}\right) \exp \left(i N_{1} \hat{\theta}\right)$ is the coset of Eq. (6). Another notation used in the literature is ( $w_{1}$, exp $\left.i \gamma_{1}\right)$ where it is clear that the $w_{1} \exp \left(i \gamma_{1}\right)$ is not a product in the ordinary sense. The most general way to define multiplication between two elements of $G$ is

$$
\begin{align*}
g_{1} g_{2} & =\left(w_{1} \exp i \gamma_{1}\right)\left(w_{2} \exp i \gamma_{2}\right) \\
& =w_{1} w_{2} \exp i\left(\gamma_{1}+\gamma_{2}+\sigma\left(w_{1}, w_{2}\right)\right) \tag{7}
\end{align*}
$$

which we have already presented in Eq. (2). The $\sigma\left(w_{1}, w_{2}\right)$ is called a factor set and is an arbitrary real function restricted (i) by the associativity rule, which implies

$$
\begin{equation*}
\sigma\left(w_{1}, w_{2}\right)+\sigma\left(w_{1} w_{2}, w_{3}\right)=\sigma\left(w_{1}, w_{2} w_{3}\right)+\sigma\left(w_{2}, w_{3}\right) \tag{8}
\end{equation*}
$$

and (ii) by $\sigma(1, w)=\sigma(w, 1)=0$, where 1 is the unit element of the group $W$, i.e., the coset $w(\alpha=0, N=0)$. We can have even more general multiplication rules, but here we only study the limited case of central extensions. The function $\sigma\left(w_{1}, w_{2}\right)$ is a two-cocycle. The definition of two-cocycle is ${ }^{3}$

$$
\begin{align*}
\delta \sigma= & \sigma\left(w_{1}, w_{2}\right)+\sigma\left(w_{1} w_{2}, w_{3}\right)-\sigma\left(w_{1}, w_{2} w_{3}\right) \\
& -\sigma\left(w_{2}, w_{3}\right)=0 \tag{9}
\end{align*}
$$

and is precisely the associativity requirement (8); $\delta$ is the coboundary operator and $\delta^{2}=0$. We call $Z^{2}\left(W, \mathrm{U}(1)^{\prime}\right)$ the group of two-cocycles.

Let $\tau(w)$ be an arbitrary function with $\tau(w=1)$ $=\tau(\alpha=0, N=0)=0$. The $\sigma\left(w_{1}, w_{2}\right)=\tau\left(w_{1}\right)+\tau\left(w_{2}\right)$ $-\tau\left(w_{1} w_{2}\right)$ obeys the requirements (i) and (ii) and is a special case of a two-cocycle. In fact it is by definition a twocoboundary

$$
\begin{equation*}
\delta \tau=\tau\left(w_{1}\right)+\tau\left(w_{2}\right)-\tau\left(w_{1} w_{2}\right) . \tag{10}
\end{equation*}
$$

We call $B^{2}\left(W, U(1)^{\prime}\right)$ the group of two-coboundaries. The two-cohomology group is $H^{2}\left(W, \mathrm{U}(1)^{\prime}\right)$ $=Z^{2}\left(W, \mathrm{U}(1)^{\prime}\right) \mid B^{2}\left(W, \mathrm{U}(1)^{\prime}\right)$. Each factor set $\sigma\left(w_{1}, w_{2}\right)$ [defined up to $\tau\left(w_{1}\right)+\tau\left(w_{2}\right)-\tau\left(w_{1} w_{2}\right)$ ] characterizes a two-cohomology class.

The commutator of two elements of the group $G$ is now

$$
\begin{align*}
& {\left[g_{1}, g_{2}\right] \equiv g_{1}^{-1} g_{2}^{-1} g_{1} g_{2}=\exp \left[i A\left(w_{1}, w_{2}\right)\right]}  \tag{11}\\
& A\left(w_{1}, w_{2}\right)=-A\left(w_{2}, w_{1}\right)=\sigma\left(w_{1}, w_{2}\right)-\sigma\left(w_{2}, w_{1}\right)
\end{align*}
$$

For central extensions ${ }^{3}$

$$
\left[g_{1} g_{2}, g_{3}\right]=\left[g_{1}, g_{3}\right]\left[g_{2}, g_{3}\right]
$$

therefore

$$
\begin{equation*}
A\left(w_{1} w_{2}, w_{3}\right)=A\left(w_{1}, w_{3}\right)+A\left(w_{2}, w_{3}\right) \tag{12}
\end{equation*}
$$

which we rewrite as

$$
\begin{aligned}
& A\left(N_{1}+N_{2}, \alpha_{1}+\alpha_{2} ; N_{3}, \alpha_{3}\right) \\
& \quad=A\left(N_{1}, \alpha_{1} ; N_{3}, \alpha_{3}\right)+A\left(N_{2}, \alpha_{2} ; N_{3}, \alpha_{3}\right)
\end{aligned}
$$

From this and the relation $A(w, 1)=A(1, w)=0$ we conclude that $A\left(w_{1}, w_{2}\right)$ is a multiple of ( $\left.N_{1} \alpha_{2}-N_{2} \alpha_{1}\right)$,

$$
\begin{equation*}
A\left(w_{1}, w_{2}\right)=m e\left(N_{1} \alpha_{2}-N_{2} \alpha_{1}\right) \tag{13}
\end{equation*}
$$

We see that we get the "expected" result $e\left(N_{1} \alpha_{2}\right.$ $-N_{2} \alpha_{1}$ ) with an extra factor $m$. For a noncompact dimen$\operatorname{sion} \theta$, the $m$ can be any real number. This result is known in the literature (e.g., Ref. 4). In our case $\theta$ is a compact dimension and we require that for $\alpha_{1}=2 \pi, N_{1}=0, \alpha_{2}=0$, $N_{2}=1$, the $\left[g_{1}, g_{2}\right]=1 \rightarrow A\left(w_{1}, w_{2}\right)=2 \pi M$ ( $M$ integer). We get the relation $e m=M$. This is the Dirac quantization condition in our model.

We have proved that the commutator of two elements of the group $G$ is

$$
\begin{align*}
& {\left[\exp \left(i \alpha_{1} \hat{q}\right) \exp \left(i N_{1} \hat{\theta}\right) \exp \left(i \gamma_{1}\right)\right.} \\
& \left.\quad \quad \exp \left(i \alpha_{2} \hat{q}\right) \exp \left(i N_{2} \hat{\theta}\right) \exp \left(i \gamma_{2}\right)\right] \\
& \quad=\exp \left[i(e m)\left(\alpha_{2} N_{1}-\alpha_{1} N_{2}\right)\right], \quad e m=M \tag{14}
\end{align*}
$$

Taking into account that a two-coboundary is symmetric in $w_{1}, w_{2}$ [Eq. (10)] we conclude that each $m$ characterizes a cohomology class. This class contains all the extensions with factor sets

$$
\begin{align*}
\sigma\left(w_{1}, w_{2}\right)= & m e\left(N_{1} \alpha_{2}-N_{2} \alpha_{1}\right)+\tau\left(\alpha_{1}, N_{1}\right)+\tau\left(\alpha_{2}, N_{2}\right) \\
& -\tau\left(\alpha_{1}+\alpha_{2}, N_{1}+N_{2}\right) \tag{15}
\end{align*}
$$

Therefore the $H^{2}\left(W, U(1)^{\prime}\right)$ is at least equal to the set of integers $Z$. It remains to be explored if there are symmetric factor sets $\sigma\left(w_{1}, w_{2}\right)=\sigma\left(w_{2}, w_{1}\right)$ that are not two-coboundaries.

Using Eq. (14) we can easily prove

$$
\begin{equation*}
\exp (-i N \hat{\theta}) \hat{q} \exp (i N \hat{\theta})=\hat{q}-(e m) N \tag{16}
\end{equation*}
$$

The unit element $m=0$ of $H^{2}\left(W, U(1)^{\prime}\right)$ contains all the extensions with factor sets the two-coboundaries [elements of $\left.B^{2}\left(W, \mathrm{U}(1)^{\prime}\right)\right]$. In this case the commutator [Eq. (14)] is equal to 1 .

We should point out that the problem of central extension of the group $W$ by the $\mathrm{U}(1)$ ' is equivalent to the problem of projective representations of the group $W$. A projective representation is defined as the ordinary representation with an extra phase factor

$$
P\left(w_{1}\right) P\left(w_{2}\right)=\exp \left[i \sigma\left(w_{1}, w_{2}\right)\right] P\left(w_{1} w_{2}\right)
$$

Assume now that the elements of the group $G$ depend on $x$ and that they are independent of $\theta$. In other words, the $\alpha(x), \gamma(x)$ are functions of $x$ and independent of $\theta$. The $N$ is of course an integer independent of $x, \theta$. Assume also that the factor set $\sigma\left(x, w_{1}(x), w_{2}(x)\right)$ is a two-coboundary that depends explicitly on $x$. We expect that the derivative of $g(x)$ will depend on the multiplication rule that we choose. We calculate the

$$
\begin{equation*}
g^{-1}(x) \partial_{\mu} g(x)=\lim _{\Delta x_{\mu} \rightarrow 0} \frac{g^{-1}(x) g(x+\Delta x)-1}{\Delta x_{\mu}} \tag{17}
\end{equation*}
$$

where

$$
\begin{aligned}
g(x)= & \exp (i \alpha \hat{q}) \exp (i N \hat{\theta}) \exp (i \gamma) \\
g^{-1}(x)= & \exp (-i \alpha \hat{q}) \exp (-i N \hat{\theta}) \\
& \times \exp \{-i[\gamma+\sigma(-\alpha,-N ; \alpha, N)]\}
\end{aligned}
$$

$$
\begin{align*}
g(x+\Delta x)= & \exp [i(\alpha+\delta \alpha) \hat{q}] \\
& \times \exp (i N \theta) \exp [i(\gamma+\delta \gamma)] \\
g^{-1}(x) g(x+\Delta x)= & \exp (i \delta \alpha \hat{q})  \tag{18}\\
& \times \exp i[\delta \gamma-\sigma(-\alpha,-N ; \alpha, N) \\
& +\sigma(-\alpha,-N ; \alpha+\delta \alpha, N)]
\end{align*}
$$

The $\sigma$ is a two-coboundary and, according to (10),

$$
\begin{aligned}
& \sigma(-\alpha,-N ; \alpha, N)=\tau(-\alpha,-N)+\tau(\alpha, N) \\
& \sigma(-\alpha,-N ; \alpha+\delta \alpha, N) \\
& \quad=\tau(-\alpha,-N)+\tau(\alpha+\delta \alpha, N)-\tau(\delta \alpha, 0) \\
& = \\
& \quad \tau(-\alpha,-N)+\left[\tau(\alpha, N)+\delta \alpha \partial_{\alpha} \tau(\alpha, N)+\cdots\right] \\
& \quad-\left[\delta \alpha \partial_{\alpha} \tau(0,0)+\cdots\right] .
\end{aligned}
$$

The $\tau(\alpha=0, N=0)=0$ but the $\partial_{\alpha} \tau(\alpha, N)$ at the point $\alpha=0, N=0$ is not necessarily zero. Therefore
$g^{-1}(x) g(x+\Delta x)$

$$
=\exp (i \delta \alpha \hat{q})
$$

$$
\begin{equation*}
\times \exp i\left[\delta \gamma+\delta \alpha\left(\partial_{\alpha} \tau(\alpha, N)-\partial_{\alpha} \tau(0,0)\right)+\cdots\right] \tag{20}
\end{equation*}
$$

and from Eq. (17) we conclude

$$
\begin{align*}
& g^{-1}(x) \partial_{\mu} g(x)=i \partial_{\mu} \alpha \hat{q}+i\left(\partial_{\mu} \gamma+\beta \partial_{\mu} \alpha\right)  \tag{21}\\
& \beta=\partial_{\alpha} \tau(\alpha, N)-\partial_{\alpha} \tau(0,0) \tag{22}
\end{align*}
$$

The terms $\left(\partial_{\mu} \alpha\right) \hat{q}, \partial_{\mu} \gamma$ are familiar but we also have an "extra" term $\beta \partial_{\mu} \alpha$ due to the nontrivial multiplication rule. If $\tau(\alpha(x), N)$ does not depend explicitly on $x$ the $\beta \partial_{\mu} \alpha$ is an exact one-form, i.e.,

$$
\beta \partial_{\mu} \alpha=\partial_{\mu} \tau(\alpha(x), N)-\partial_{\mu} \tau(\alpha(x)=0, N=0)
$$

The interesting case is when $\beta \partial_{\mu} \alpha$ is not an exact form and the exterior differentiation gives a nonzero result. From (21) we can easily see that

$$
\begin{align*}
\partial_{\mu} & \left(g^{-1} \partial_{v} g\right)-\partial_{v}\left(g^{-1} \partial_{\mu} g\right) \\
& =\partial_{\mu}\left(i \beta \partial_{v} \alpha\right)-\partial_{v}\left(i \beta \partial_{\mu} \alpha\right) \\
& =i\left[\partial_{\mu} \beta \partial_{v} \alpha-\partial_{v} \beta \partial_{\mu} \alpha\right] \equiv i \frac{\partial(\beta, \alpha)}{\partial\left(x^{\mu}, x^{v}\right)} \tag{23}
\end{align*}
$$

This is by definition an exact two-form and therefore is closed, i.e.,

$$
\begin{equation*}
\sum_{\mathrm{cycl}} \partial_{\rho} \frac{\partial(\beta, \alpha)}{\partial\left(x^{\mu}, x^{v}\right)}=0 \tag{23'}
\end{equation*}
$$

The $g, g^{-1}$ are not independent and we expect that $\left(\partial_{\mu} g^{-1}\right)\left(\partial_{\nu} g\right)-\left(\partial_{v} g^{-1}\right)\left(\partial_{\mu} g\right)=0$. We can prove this explicitly, using (21) for $g^{-1} \partial_{\mu} g$ and a similar equation for $\left(\partial_{\mu} g^{-1}\right) g$. Therefore (23) gives

$$
\begin{equation*}
g^{-1}\left[\partial_{\mu}, \partial_{\nu}\right] g \equiv g^{-1}\left(\partial_{\mu} \partial_{\nu}-\partial_{\nu} \partial_{\mu}\right) g=i \frac{\partial(\beta, \alpha)}{\partial\left(x^{\mu}, x^{\nu}\right)} \tag{24}
\end{equation*}
$$

This result is not zero if $\tau$ and therefore $\beta$ depend explicitly on $x$. As a result of the $x$ dependence of the nontrivial multiplication rule we cannot interchange the order of differenti-
ation. It is known (e.g., Ref. 14) that when the [ $\partial_{\mu}, \partial_{v}$ ] acts on path-dependent quantities, we get a nonzero result which is the curvature. Here we see that a similar thing happens for path-independent quantities, if we use a nontrivial multiplication rule. The $\beta \partial_{\mu} \alpha, \partial(\beta, \alpha) / \partial\left(x^{\mu}, x^{\nu}\right)$ can be understood as "connection" and "curvature" hidden in the nontrivial multiplication rule. We explain now in what sense the terms "connection" and "curvature" are used here. At a point $x$ of space-time we have a group $G$, which has been constructed from $W$ and $U(1)^{\prime}$. However, $G$ is not the trivial $W x \mathrm{U}(1)$ ' but a "twisted" one in the sense of Eq. (7). The "connection" $\beta \partial_{\mu} \alpha$ is a "correction" to the $g^{-1} \partial_{\mu} g$ due to the fact that the multiplication rule is $x$ dependent.

For given $\alpha(x), \gamma(x), N$ and for a transformation from an extension with factor set $\sigma\left(w_{1}, w_{2}\right)=\tau\left(w_{1}\right)+\tau\left(w_{2}\right)$ $-\tau\left(w_{1} w_{2}\right)$ into another extension with factor set $\sigma+\sigma_{1}$ $=\sigma+\tau_{1}\left(w_{1}\right)+\tau_{1}\left(w_{2}\right)-\tau_{1}\left(w_{1} w_{2}\right)$,

$$
\begin{align*}
& g^{-1} \partial_{\mu} g \rightarrow g^{-1} \partial_{\mu} g+i \delta \beta \partial_{\mu} \alpha \\
& g^{-1}\left[\partial_{\mu}, \partial_{\nu}\right] g \rightarrow g^{-1}\left[\partial_{\mu}, \partial_{\nu}\right] g+i \frac{\partial(\delta \beta, \alpha)}{\partial\left(x^{\mu}, x^{v}\right)}  \tag{25}\\
& \delta \beta=\partial_{\alpha} \tau_{1}(\alpha, N)-\partial_{\alpha} \tau_{1}(0,0)
\end{align*}
$$

We call this extension transformation or loop gauge transformation. The second terminology will become clear if we reexpress these results using the path-dependent

$$
\begin{align*}
G(x, C) & =g(x) \exp \left[-i \int_{(c)}^{x} \beta \partial_{\mu} \alpha \delta x_{\mu}\right] \\
& =\exp [i \alpha \hat{q}] \exp [i N \hat{\theta}] \exp i\left[\gamma-\int_{(c)}^{x} \beta \partial_{\mu} \alpha \delta x_{\mu}\right] \tag{26}
\end{align*}
$$

where $C$ is a path in the four-dimensional space-time and the integration is taken along $C$, from a reference point 0 up to $x$. The $G(x, C)$ is an extension-dependent quantity because $\beta$, which is given in (22), is an extension-dependent quantity.

For given $\alpha(x), \gamma(x), N$ and for a transformation from an extension $\sigma$ into another $\sigma+\sigma_{1}$,

$$
\begin{align*}
& G(x, C) \rightarrow G(x, C) \exp \left[-i \int_{c}^{x} \delta \beta \partial_{\mu} \alpha \delta x_{\mu}\right], \\
& \delta \beta=\partial_{\alpha} \tau_{1}(\alpha, N)-\partial_{\alpha} \tau_{1}(0,0) . \tag{27}
\end{align*}
$$

We call (27) an extension transformation or loop gauge transformation. Now,

$$
\begin{align*}
& G^{-1}(x, C) \partial_{\mu} G(x, C)=i\left(\partial_{\mu} \alpha\right) \hat{q}+i\left(\partial_{\mu} \gamma\right)  \tag{28}\\
& G^{-1}(x, C)\left[\partial_{\mu}, \partial_{v}\right] G(x, C)=0 \tag{29}
\end{align*}
$$

i.e., the $G^{-1}(x, C) \partial_{\mu} G(x, C)$ is invariant under extension transformations. The path-dependent term exp $\left[-i \int_{(\mathfrak{c})}^{x} \beta \partial_{\mu} \alpha \delta x_{\mu}\right]$ has canceled the effect of the nontrivial multiplication rule.

The definition of area differentiation for path-dependent quantities is well known (e.g., Ref. 14). We apply it to Eq. (26) and we get

$$
\begin{equation*}
G^{-1}(x, C) \frac{\delta}{\delta \sigma_{\mu \nu}} G(x, C)=i \frac{\partial(\beta, \alpha)}{\partial\left(x^{\mu}, x^{\nu}\right)} . \tag{30}
\end{equation*}
$$

This is a different way of expressing the result of Eq. (24).
We consider now general factor sets in $Z^{2}\left(W, U(1)^{\prime}\right)$. Equation (18) is still valid, but $\sigma$ is now given by Eq. (15)
and therefore Eq. (19) has an extra term - $N(e m) \delta \alpha$ in the right-hand side. Consequently Eq. (21) will have an extra term $-i N(e m) \partial_{\mu} \alpha$ on the right-hand side. This term can be understood as a result of the noncommutativity between $\left(\partial_{\mu} \alpha\right) \hat{q}$ and $\exp (i N \hat{\theta})$ [Eq. (16)]. In the extensions with factor sets in $B^{2}\left(W, U(1)^{\prime}\right)$ that we studied before, the $m=0$ and this term is absent. For given $\alpha(x), \gamma(x), N$ and for a transformation from an extension in a class $m_{1}$,

$$
\begin{aligned}
\sigma= & e m_{1}\left(N_{1} \alpha_{2}-N_{2} \alpha_{1}\right)+\tau\left(N_{1}, \alpha_{1}\right)+\tau\left(N_{2}, \alpha_{2}\right) \\
& -\tau\left(N_{1}+N_{2}, \alpha_{1}+\alpha_{2}\right)
\end{aligned}
$$

into the corresponding extension (i.e., with the same function $\tau$ ) in the class $m_{2}$

$$
\begin{aligned}
\sigma= & e m_{2}\left(N_{1} \alpha_{2}-N_{2} \alpha_{1}\right)+\tau\left(N_{1}, \alpha_{1}\right)+\tau\left(N_{2}, \alpha_{2}\right) \\
& -\tau\left(N_{1}+N_{2}, \alpha_{1}+\alpha_{2}\right)
\end{aligned}
$$

the $g^{-1} \partial_{\mu} g \rightarrow g^{-1} \partial_{\mu} g-i N e\left(m_{1}-m_{2}\right) \partial_{\mu} \alpha$, where $e\left(m_{1}\right.$ $\left.-m_{2}\right)$ is an integer. We see here the special role the noncommutativity between $\hat{q}$ and $\hat{\theta}$ plays in our model. The value of $m$ defines the strength of this noncommutativity [Eq. (14)] and by going from a class $m_{1}$ into a different class $m_{2}$ we have a $U(1)^{\prime}$ gauge transformation.

## III. LOOP GAUGE THEORY AND EXTENSIONS WITH FACTOR SET IN $B^{2}\left(W, U(1)^{\prime}\right)$

We introduce ${ }^{1}$ the complex wave function $\phi(x, \theta)$, where $\theta$ is a coordinate for the $\mathrm{U}(1)$ gauge group. We need of course ${ }^{1}$ a length scale $L$ for $U(1)$ and we put $L=1$. The electric charge operator is $\hat{q}=$ ie $\partial_{\theta}$.

Consider now the Weyl transformations $W$ acting on the wave function $\phi(x, \theta)$ defined up to a phase factor. We are working, at the moment, with the cosets

## $\{\exp (i \gamma) \phi(x, \theta) \mid$ arbitrary $\gamma\}$.

Reference 4 explains in detail how we define continuity and derivatives in this case. We work with representatives of the cosets and at the end we multiply the result with an arbitrary phase factor $\exp (i \gamma)$.

We introduce local Weyl transformations, by taking $\alpha(x)$ to be a function of $x$ and $N$ an integer independent of $x$. The $W$ is an Abelian group [Eq. (6)] and the $\exp (i N \hat{\theta})$ commutes with the $\exp (i \alpha \hat{q})$ in the sense that the commutator is the unit element of $W$, i.e., the coset $\{\exp (i \gamma) \mid \operatorname{arbitrary}$ $\gamma\}$. Therefore the $\exp (i N \hat{\theta})$ plays no role at this stage.

We define now the covariant derivative

$$
\begin{equation*}
D_{\mu}=\partial_{\mu}-i A_{\mu} \hat{q} \tag{31}
\end{equation*}
$$

which transforms like

$$
\begin{align*}
& \exp (-i \alpha \hat{q}) D_{\mu} \exp (i \alpha \hat{q}) \rightarrow D_{\mu}  \tag{32}\\
& A_{\mu} \rightarrow A_{\mu}+\partial_{\mu} \alpha
\end{align*}
$$

Here the $\exp (i \alpha \hat{q})$ denotes the coset of Eq. (6) with an arbitrary integer $N$. Covariant derivative of this type has been used before (e.g., Ref. 1). Note that the potential (connection) is an operator $A_{\mu} \hat{q}$. The $A_{\mu}(x)$ and $\alpha(x)$ depend only on $x$ and are independent of $\theta$. This is a known restriction in the five-dimensional theories associated with the requirement that translations in the internal dimension should not
change the length of the projection of a curve in the fourdimensional space-time (Chap. 17 of Ref. 15).

We also introduce the gauge field (curvature) operator

$$
\begin{equation*}
\left[D_{\mu}, D_{\nu}\right]=-i f_{\mu \nu} \hat{q}, \quad f_{\mu \nu}=\partial_{\mu} A_{\nu}-\partial_{\nu} A_{\mu} \tag{33}
\end{equation*}
$$

which obeys the Bianchi identity

$$
\begin{equation*}
\sum_{\mathrm{cycl}}\left[D_{\mu},\left[D_{v}, D_{\rho}\right]\right]=\left\{\sum_{\mathrm{cycl}} \partial_{\mu} f_{v \rho}\right\} \hat{q}=0 \tag{34}
\end{equation*}
$$

Let $C=X^{\mu}(\tau)$ be a path in $\mathbb{R}^{4}$. We introduce the wave function (defined up to a phase factor)

$$
\begin{align*}
\exp [ & \left.-i \int_{(c)}^{x} A_{\mu} d x_{\mu} \hat{q}\right] \phi(x, \theta) \\
& =\phi\left(x, \theta+\int_{(c)}^{x} A_{\mu} d x_{\mu}\right) \\
& =\sum_{N} \phi_{N}(x) \exp \left[i N\left(\theta+e \int_{(c)}^{x} A_{\mu} d x_{\mu}\right)\right] \tag{35}
\end{align*}
$$

The integration is taken along $C$ from a reference point $O$ up to the point $x$. This is the path-dependent gauge-independent Mandelstam wave function ${ }^{14}$ for our model. The operator $\exp \left[-i \int_{(c)}^{x} A_{\mu} d x_{\mu} \hat{q}\right]$ is the loop operator for our scheme. Particularly interesting is the case of closed loops $C_{x x}$ which have $x$ as origin and as end point. The wave function is $\phi\left(x, \theta+e \int_{C_{x x}} A_{\mu} d x_{\mu}\right)$ and depends on the point $x$ and on the loop $C_{x x}$.

So far we have used the group $W$ of transformations and the wave function was defined up to a phase factor [element of $\left.\mathrm{U}(1)^{\prime}\right]$. The connection $A_{\mu} \hat{q}$ defines "parallelism" between cosets. For example, the coset $\left\{\exp (i \gamma)|\theta\rangle_{x} \mid\right.$ arbitrary $\gamma$ \} at the point $x$, is "parallel" to the coset

$$
\left\{\exp (i \gamma)\left|\theta+\int_{x(c)}^{y} A_{\mu} \delta x_{\mu}\right\rangle_{y} \mid \text { arbitrary } \gamma\right\}
$$

at the point $y$. We will now go further and define "parallelism" between the elements of the coset at $x$ and the elements of the coset at $y$. The extensions of $W$ by $\mathrm{U}(1)^{\prime}$ are needed here. We will introduce a theory covariant under transformations in any of these extensions.

It is easy to introduce covariant derivative for transformations in the trivial ( $\sigma=0$ ) extension only. In this case the extension is simply $W \times U(1)^{\prime}$. The $g^{-1} \partial_{\mu} g=i\left(\partial_{\mu} \alpha\right) \hat{q}$ $+i \partial_{\mu} \gamma$ and the covariant derivative is

$$
\begin{align*}
& D_{\mu}=\partial_{\mu}-i A_{\mu} \hat{q}-i \Gamma_{\mu} \\
& A_{\mu} \rightarrow A_{\mu}+\partial_{\mu} \alpha  \tag{36}\\
& \Gamma_{\mu} \rightarrow \Gamma_{\mu}+\partial_{\mu} \gamma .
\end{align*}
$$

For a given $g(x)$, consider now a transformation from the trivial extension $\sigma=0$ into an extension $\sigma$ with the factor set a two-coboundary [element of $B^{2}\left(W, \mathrm{U}(1)^{\prime}\right)$ ]. Note that in this case $m=0$ and [Eq. (16)] $\exp (-i N \hat{\theta}) \hat{q} \exp (i N \hat{\theta})$ $=\hat{q}$. We now use Eq. (25) to get

$$
\begin{align*}
& g^{-1} D_{\mu} g \rightarrow g^{-1} D_{\mu} g+i \beta \partial_{\mu} \alpha  \tag{37}\\
& g^{-1}\left[D_{\mu}, D_{\nu}\right] g \rightarrow g^{-1}\left[D_{\mu}, D_{\nu}\right] g+i \frac{\partial(\beta, \alpha)}{\partial\left(x^{\mu}, x^{\nu}\right)} \tag{38}
\end{align*}
$$

The $D_{\mu}$ is given in Eq. (36) and can no longer be called covariant derivative. The value of the quantity $g^{-1} D_{\mu} g$ depends on the multiplication rule, i.e., on the extension. Simi-
larly the $g^{-1}\left[D_{\mu}, D_{\nu}\right] g$ also depends on the extension. We call (37) and (38) loop gauge transformations or extension transformations.

We introduce now a "potential in loop space" $A_{\mu v}(x)$ which for given $g(x)$ and under transformation from the extension $\sigma$ into $\sigma+\sigma_{1}$ transforms like

$$
\begin{equation*}
A_{\mu \nu} \rightarrow A_{\mu \nu}+\frac{\partial(\delta \beta, \alpha)}{\partial\left(x^{\mu}, x^{\nu}\right)} \tag{39}
\end{equation*}
$$

where $\delta \beta$ is given in Eq. (25). We now define the

$$
\begin{align*}
\hat{\Omega}_{\mu \nu}= & {\left[D_{\mu}, D_{\nu}\right]-i A_{\mu \nu}=\left[\partial_{\mu}, \partial_{\nu}\right]-i F_{\mu v} \hat{q} } \\
& -i\left[\left(\partial_{\mu} \Gamma_{\nu}-\partial_{v} \Gamma_{\mu}\right)+A_{\mu \nu}\right] \\
= & D_{\mu \nu}-i F_{\mu v} \hat{q}-i\left(\partial_{\mu} \Gamma_{v}-\partial_{v} \Gamma_{\mu}\right)  \tag{40}\\
D_{\mu \nu}= & {\left[\partial_{\mu}, \partial_{\nu}\right]-i A_{\mu \nu} . } \tag{41}
\end{align*}
$$

The $g^{-1}(x) \hat{\Omega}_{\mu v} g(x)$ is covariant under transformations of the extension (loop gauge transformations).

The gauge field (in loop space) is ${ }^{5}$

$$
\begin{equation*}
F_{\mu v \lambda}=\sum_{\mathrm{cycl}} \partial_{\mu} A_{v \lambda} \tag{42}
\end{equation*}
$$

and is invariant under loop gauge transformations [Eq. (23)']. Its dual is

$$
\begin{equation*}
\Sigma_{\mu}=\epsilon_{\mu \nu \rho \sigma} F_{v \rho \sigma}=\epsilon_{\mu v \rho \sigma} \partial_{v} A_{\rho \sigma}=\partial_{v}^{*} A_{\mu v} \tag{43}
\end{equation*}
$$

Equation (42) has important geometrical content and is called Cartan structural equation in the loop space.

They obey the Bianchi identity (in loop space)

$$
\begin{equation*}
\epsilon_{\mu \nu \rho \sigma} \partial_{\mu} F_{\nu \rho \sigma}=0 \text { or } \partial_{\mu} \Sigma_{\mu}=0 \tag{44}
\end{equation*}
$$

Note also that

$$
\begin{align*}
\epsilon_{\rho \sigma \mu v}\left(\partial_{\mu} \Sigma_{v}-\partial_{v} \Sigma_{\mu}\right)= & \partial_{\lambda}^{2} A_{\rho \sigma}+\partial_{\lambda} \partial_{\rho} A_{\sigma \lambda} \\
& +\partial_{\lambda} \partial_{\sigma} A_{\lambda \rho} \tag{45}
\end{align*}
$$

We can rewrite (43) and (44) as

$$
\begin{align*}
& \partial_{\mu} * \Omega_{\mu v}=\epsilon_{\mu v \rho \sigma} \partial_{\mu} \Omega_{\rho \sigma}=\Sigma_{v}  \tag{46}\\
& \partial_{v}\left(\partial_{\mu} * \Omega_{\mu v}\right)=\partial_{v} \Sigma_{v}=0 \tag{47}
\end{align*}
$$

In the quantity $\Omega_{\mu \nu}$ we have the gauge field $F_{\mu \nu}$ and the potential in loop space $A_{\mu \nu}$. Consequently Eq. (46) is a combination of the Bianchi identity (34) and the structural Eqs. (42) and (43). Equation (47) expresses the Bianchi identity in loop space.

We can introduce the potential in loop space $A_{\mu v}$, through Eq. (30). In Eq. (27) we have seen how the $G(x, C)$ transforms under an extension transformation (loop gauge transformation). From Eq. (30) it is clear that a covariant area differentiation is

$$
\begin{equation*}
\frac{\delta}{\delta \sigma_{\mu \nu}}-i A_{\mu \nu}, \quad A_{\mu \nu} \rightarrow A_{\mu \nu}+\frac{\partial(\delta \beta, \alpha)}{\partial\left(x^{\mu}, x^{\nu}\right)} \tag{48}
\end{equation*}
$$

$\delta \beta$ is given in (27).
We now introduce a surface dependent but loop-gauge independent wave function. For a closed loop $C_{x x}$ with origin and end point at $x$,

$$
\begin{align*}
& \exp \left[i \int_{S_{C_{x x}}} A_{\mu \nu} d \sigma_{\mu v}\right] \phi\left(x, \theta+e \int_{C_{x x}} A_{\mu} d x_{\mu}\right) \\
& \quad=\exp \left[i \int_{S_{C_{x x}}} A_{\mu \nu} d \sigma_{\mu \nu}+i \int_{C_{x x}} A_{\mu} d x_{\mu} \hat{q}\right] \phi(x, \theta) \\
& \quad=\exp \left[\int_{S_{C_{x x}}} i\left(A_{\mu \nu}+f_{\mu \nu} \hat{q}\right) d \sigma_{\mu \nu}\right] \phi(x, \theta) \tag{49}
\end{align*}
$$

where $S_{C_{x x}}$ is a surface with boundary $C_{x x}$. This wave function depends on the surface $S_{C_{x x}}$ with boundary $C_{x x}$.

For a closed path $C_{x x}$, the Weyl group that we used at the beginning of this section led to the result that the coset $\left\{e^{i \gamma}|\theta\rangle \mid\right.$ arbitrary $\left.\gamma\right\}$ is parallel to the coset $\left\{e^{i \gamma} \mid \theta\right.$ $\left.+\int_{c_{x x}} A_{\mu} \delta x_{\mu}\right\rangle \mid$ arbitrary $\left.\gamma\right\}$. Now we have defined a mapping between the elements of these cosets and the ket $\epsilon^{i \gamma}|\theta\rangle$ is parallel to the

$$
\exp \left[i\left(\gamma+\int_{S_{C_{x x}}} A_{\mu v} \delta \sigma_{\mu v}\right)\right]\left|\theta+\int_{C_{x x}} A_{\mu} \delta x_{\mu}\right\rangle
$$

For open paths, we can write a similar result using a surface between our curve and a reference curve, usually taken at infinity.

## IV. THE ACTION

We study now an example of a Lagrangian in which the above ideas can be applied. We separate the action in five parts. The terms $S_{1}$ and $S_{5}$ are not invariant under loop gauge transformations and the loop current $J_{\mu \nu}$ is not conserved. The strings are open and the end points, which are described with the current $J_{\mu}^{\prime}=\partial_{\mu} J_{\nu \mu}$, are magnetic monopoles. We will see that the magnetic current $J_{\mu}^{\prime}$ corresponds to the group $\mathrm{U}(1)^{\prime}$ and is coupled to the potential $\Gamma_{\mu}$. The $\Gamma_{\mu}$ cannot be absorbed by the $A_{\mu \nu}$, because our action is not invariant under loop gauge transformations.

Another consequence of this noninvariance of the action is that we need to specify a particular loop gauge, for which our Lagrangian is written. If we want to change loop gauge we need to add extra terms in the Lagrangian. We fix the loop gauge by using the multiplication rule with factor set $\sigma=N_{1} \alpha_{2}-N_{2} \alpha_{1}$ [Eq. (15) with em $=1, \tau=0$ ]. In this particular loop gauge the multiplication rule is very simple.

The first part of the action is

$$
\begin{align*}
& S_{1}=\frac{1}{2} \int d \theta d^{4} x\left|D_{\mu} \phi\right|^{2}  \tag{50}\\
& D_{\mu}=\partial_{\mu}-i A_{\mu} \hat{q}-i \Gamma_{\mu}
\end{align*}
$$

$\theta$ is considered as a dimensionless variable. A length $L$ is required in the $\theta$ dimension ${ }^{1}$ and it has been taken equal to 1 .

The second part of the action describes the coupling between $A_{\mu \nu}$ and the source $J_{\mu \nu}$. Equation (41) suggests that at least one possibility is the term

$$
\begin{align*}
& S_{2}=\frac{k_{1}}{2} \int d \theta d^{4} x\left(D_{\mu \nu} \phi\right)^{*}\left(D_{\mu \nu} \phi\right)  \tag{51}\\
& D_{\mu \nu}=\left[\partial_{\mu}, \partial_{\nu}\right]-i A_{\mu \nu}
\end{align*}
$$

which in the loop gauge that we have chosen becomes

$$
\begin{equation*}
S_{2}=\frac{k_{1}}{2} \int d \theta d^{4} x A_{\mu v}^{2}|\phi|^{2} \tag{51'}
\end{equation*}
$$

We introduce here a term with higher-order derivatives to describe the source of the $A_{\mu v}$. Higher-order derivatives are usually undesirable in renormalizable models. However, Lagrangians like ours are usually considered as effective Lagrangians, for a deeper model where the Higgs mechanism and Nielsen-Olesen ${ }^{16}$ strings occur. In this context, we suggest that (51) is a possibility for a source term.

The third part is the action for the $F_{\mu \nu}$ field

$$
\begin{equation*}
S_{3}=-\frac{1}{4} \int F_{\mu \nu}^{2} d^{4} x \tag{52}
\end{equation*}
$$

The fourth part is the action for the $F_{\mu \nu \lambda}$ and is well known to be ${ }^{5}$

$$
\begin{equation*}
S_{4}=-k_{2} \int d^{4} x \frac{1}{2} \Sigma_{\mu}^{2}=\frac{k_{2}}{12} \int d^{4} x F_{\mu \nu \lambda}^{2} \tag{53}
\end{equation*}
$$

The constants $k_{1}$ and $k_{2}$ are necessary for dimensional reasons [ $k_{1}, k_{2} \sim(\text { mass })^{-2}$ ].

The fifth part is a mass term for the $A_{\mu \nu}$ field

$$
\begin{equation*}
S_{5}=-\frac{1}{4} \int\left[A_{\mu \nu}+\left(\partial_{\mu} \Gamma_{v}-\partial_{v} \Gamma_{\mu}\right)\right]^{2} d^{4} x \tag{54}
\end{equation*}
$$

The action has the general form

$$
S=\int L_{1}(A) d^{4} x d \theta+\int L_{2}(A) d^{4} x
$$

and variation gives the equations of motion
$\int \frac{\partial L_{1}}{\partial A} d \theta+\frac{\partial L_{2}}{\partial A}-\partial_{\mu} \int \frac{\partial L_{1}}{\partial\left(\partial_{\mu} A\right)} d \theta-\partial_{\mu} \frac{\partial L_{2}}{\partial\left(\partial_{\mu} A\right)}=0$.

Variation with respect to $A_{\mu \nu}$ gives the equation

$$
\begin{align*}
\partial_{\rho} F_{\rho \mu \nu} & =\partial_{\rho}^{2} A_{\mu \nu}+\partial_{\rho} \partial_{\mu} A_{\nu \rho}+\partial_{\rho} \partial_{v} A_{\rho \mu} \\
& =-\epsilon_{\mu \nu \kappa \lambda}\left(\partial_{k} \Sigma_{\lambda}-\partial_{\lambda} \Sigma_{k}\right) \\
& =\left(1 / k_{2}\right)\left[-J_{\mu \nu}+A_{\mu \nu}+\left(\partial_{\mu} \Gamma_{\nu}-\partial_{\nu} \Gamma_{\mu}\right)\right] \tag{56}
\end{align*}
$$

with

$$
\begin{equation*}
J_{\mu \nu}=k_{1} A_{\mu v} \int d \theta|\phi(x, \theta)|^{2} \tag{57}
\end{equation*}
$$

in our particular loop gauge.
Variation with respect to $\Gamma_{\mu}$ gives the equation

$$
\begin{align*}
& \partial_{\mu}\left[A_{\mu \nu}+\left(\partial_{\mu} \Gamma_{v}-\partial_{v} \Gamma_{\mu}\right)\right]=J_{v}^{\prime} \\
& J_{v}^{\prime}=i \int d \theta\left[\phi\left(D_{\mu} \phi\right)^{*}-\phi^{*}\left(D_{\mu} \phi\right)\right]  \tag{58}\\
& D_{\mu}=\partial_{\mu}-i A_{\mu} \hat{q}-i \Gamma_{\mu}
\end{align*}
$$

The $J_{v}^{\prime}$ corresponds to the $\mathrm{U}(1)^{\prime}$ group and it would have been zero if our Lagrangian was invariant under loop gauge transformations. However, the terms $S_{1}$ and $S_{5}$ break loop gauge invariance and the $J_{v}^{\prime}$ is not zero.

We differentiate Eq. (56) and we get
$\partial_{\mu} J_{\mu \nu}=\partial_{\mu}\left[A_{\mu v}+\left(\partial_{\nu} \Gamma_{\nu}-\partial_{v} \Gamma_{\mu}\right)\right]$.
From Eqs. (58) and (59) we see that we need to prove $\partial_{\mu} J_{\mu \nu}=J_{v}^{\prime}$.
We have already explained the physical meaning of this
equation. The loop current is not conserved and the strings are open with magnetic monopoles at the end points. The $J_{v}^{\prime}$ is the magnetic current.

In order to prove this equation we consider a loop gauge transformation from our particular loop gauge into another one infinitesimally near and we calculate $\delta L$,

$$
\begin{aligned}
& \phi \rightarrow \exp \left[i \int_{(c)}^{x} \delta \Lambda_{\mu} \delta x_{\mu}\right] \phi, \\
& \partial_{\mu} \phi \rightarrow \exp \left[i \int_{(c)}^{x} \delta \Lambda_{\mu} \delta x_{\mu}\right]\left(\partial_{\mu}+i \delta \Lambda_{\mu}\right) \phi, \\
& {\left[\partial_{\mu}, \partial_{v}\right] \phi \rightarrow \exp \left[i \int_{(c)}^{x} \delta \Lambda_{\mu} \delta x_{\mu}\right]\left\{\left[\partial_{\mu}, \partial_{v}\right]\right.} \\
& \left.\quad+i\left(\partial_{\mu} \delta \Lambda_{v}-\partial_{v} \delta \Lambda_{\mu}\right)\right\} \phi,
\end{aligned}
$$

and

$$
\begin{aligned}
\delta L & =J_{\mu}^{\prime} \delta \Lambda_{\mu}+J_{\mu \nu}\left(\partial_{v} \delta \Lambda_{\mu}-\partial_{\mu} \delta \Lambda_{v}\right) \\
& =\left(J_{\nu}^{\prime}-\partial_{\mu} J_{\mu \nu}\right) \delta \Lambda_{v}-\partial_{v}\left(J_{\mu \nu} \delta \Lambda_{\mu}\right)
\end{aligned}
$$

We get Eq. (60) and $\delta L=-\partial_{v}\left(J_{\mu \nu} \delta \Lambda_{\mu}\right)$. Of course, in our model $\delta L=-\partial_{\nu}\left(J_{\mu \nu} \delta \Lambda_{\mu}\right) \neq 0$.

We multiply Eq. (56) by $\epsilon_{\mu \nu \rho \sigma}$ and differentiate to get [use also Eqs. (43) and (44)]

$$
\begin{equation*}
\left(\partial^{2}+1 / k_{2}\right) \Sigma_{v}=\partial_{\mu}^{*} J_{\mu v} \tag{61}
\end{equation*}
$$

These equations are known ${ }^{5}$ and the only modification in our model is that the $J_{\mu}^{\prime}$ and $J_{\mu \nu}$ are given by Eqs. (57) and (58) and not by Eqs. (3) and (4).

Variation with respect to $A_{\mu}$ gives

$$
\begin{equation*}
\partial_{\mu} F_{\mu v}=J_{v} \tag{62}
\end{equation*}
$$

with

$$
\begin{align*}
& J_{v}=i \int d \theta\left[(\hat{q} \phi)\left(D_{\mu} \phi\right)^{*}-(\hat{q} \phi)^{*}\left(D_{\mu} \phi\right)\right] \\
& \quad D_{\mu}=\partial_{\mu}-i A_{\mu} \hat{q}-i \Gamma_{\mu}  \tag{63}\\
& \partial_{v} J_{v}=0 \tag{64}
\end{align*}
$$

The $J_{\mu}$ is the electric current which can also be considered as the ( $\mu, \theta$ ) component of the energy-momentum tensor in the five-dimensional $\left(x^{\mu}, \theta\right)$ space.

We should point out that a real field $\phi(x, \theta)$ is sufficient to describe the electric charges

$$
\phi(x, \theta)=\sum_{N} \phi_{N}(x) \exp (i N \theta)+\phi_{N}^{*}(x) \exp (-i N \theta)
$$

The $\phi_{1}(x), \phi_{1}{ }^{*}(x)$ describe the $\pm 1 e, \phi_{2}(x), \phi_{2}^{*}(x), \pm 2 e$, etc. The complex field $\phi(x, \theta)$ has double degrees of freedom and describes both electric and magnetic charges.

Variation with respect to $\phi, \phi^{*}$ in the five-dimensional ( $x^{\mu}, \theta$ ) space and in the particular loop gauge $\tau=0$ gives

$$
\begin{align*}
& D_{\mu}^{2} \phi+A_{\mu \nu}^{2} \phi=0  \tag{65}\\
& D_{\mu}^{2} \phi^{*}+A_{\mu \nu}^{2} \phi^{*}=0 . \tag{66}
\end{align*}
$$

The $A^{2}{ }_{\mu \nu} \phi$ describes the effect of the "Bohm-Aharanov medium" on the field $\phi$ (in this particular loop gauge).

Following Ref. 1 we can include in the Lagrangian a mass term

$$
\begin{align*}
S_{6} & =\int\left|\partial_{\theta} \phi\right|^{2} d^{4} x d \theta \\
& =\sum_{N} N^{2} \int\left(\left|\phi_{N}\right|^{2}+\left|\phi_{-N}\right|^{2}\right) d^{4} x \tag{67}
\end{align*}
$$

This term gives higher masses [ $\sim O\left(N^{2}\right)$ ] to higher charges and therefore offers an explanation for their nonobservability in the experiments. This term alters Eqs. (65) and (66) to

$$
\begin{align*}
& D_{\mu}^{2} \phi+A_{\mu \nu}^{2} \phi+\partial_{\theta}^{2} \phi=0  \tag{68}\\
& D_{\mu}^{2} \phi^{*}+A_{\mu \nu}^{2} \phi^{*}+\partial_{\theta}^{2} \phi^{*}=0 .
\end{align*}
$$

## V. CONCLUSIONS

Electric current is associated with a U(1) symmetry and magnetic current is also associated with a $U(1)^{\prime}$ symmetry. It is a nontrivial problem, to combine the two $\mathrm{U}(1)$ groups in a theory with electric and magnetic charges. In standard electrodynamics without magnetic charges, parallel transport along a closed curve $C$ changes the $U(1)$ phase by $e \int_{c} A_{\mu} \delta x_{\mu}=e \int_{E} f_{\mu \nu} \delta \sigma_{\mu \nu}$; this is magnetic flux through the loop $C$ produced by electric charges and described by the potential $A_{\mu}$. Magnetic strings and magnetic monopoles are in some sense "extra objects" which have to be introduced in a way consistent with the above picture. The Dirac-Wu-Yang approach exploits the fact that $U(1)$ $=R \mid Z$; it introduces tubes of magnetic flux $2 \pi N / e$, which change the phase by $2 \pi N$ and leave unchanged the quantity $\exp \left\{i e \int A_{\mu} \delta x_{\mu}+i 2 \pi N\right\}$.

In this paper we treat the $e^{i \theta} \in \mathrm{U}(1)$ phase quantum mechanically. Parallel transport along a curve $C$ transforms the coset $I_{x}=\left\{e^{i \gamma}|\theta\rangle \mid e^{i \gamma} \in \mathrm{U}(1)^{\prime}\right\}$ into the coset $I_{y}=\left\{e^{i \gamma} \mid \theta\right.$ $\left.\left.+\int_{x}^{y} A_{\mu} \delta x_{\mu}\right) \mid e^{i \gamma} \in \mathrm{U}(1)^{\prime}\right\}$. We then ask the question, how should we combine the $\mathrm{U}(1)^{\prime}$ with the Weyl group in order to interpret the $\mathrm{U}(1)^{\prime}$ as a group of magnetic charges? We explore various ways as extensions of the Weyl group by $\mathrm{U}(1)^{\prime}$ and we use them to study the most general mapping between the elements of $I_{x}$ and $I_{y}$. We find that the $g^{-1} \partial_{\mu} g$ is an extension-dependent quantity and that a change of the extension leads to a loop gauge transformation and consequently to the potentials and currents that describe magnetic strings and charges (two-form potential, two-form current and three-form gauge field). So the answer to the above question is that we should require covariance under a change of the extension.

The currents $J_{\mu \nu}$ and $J_{\nu}^{\prime}$ are not the semiclassical currents of Eqs. (3) and (4) but are given in (57) and (58) in terms of the wave function $\phi(x, \theta)$. An important point, which we have not discussed, is the $e \rightarrow 0$ semiclassical (for the $\theta$ dimension) limit. The operators $\hat{q}$ and $\hat{\theta}$ become $c$ numbers and the $U(1)^{\prime}$, which played an important role in our arguments, shrinks into a point. In this limit the currents (57) and (58) should reduce to (3) and (4).

Finally we should mention the work on quantum mechanics in nontrivial topology, ${ }^{17}$ which has been inspired by the Bohm-Aharanov experiment and which is a beautiful prototype for the ideas involved in the topological objects. In the Bohm-Aharanov experiment we have a solenoid (singu-
larity) that is a macroscopic classical object (which follows only one world surface in space-time) and that creates a multiply connected space. We should generalize these ideas and study the "Bohm-Aharanov medium" where the tube of magnetic flux follows all the surfaces in space-time. In this paper we have presented a geometrical model for the BohmAharanov medium.
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#### Abstract

The $d$-dimentional space-continuous time-discrete Markovian random walk with a distribution of step lengths, which behaves like $x^{-(\alpha+d)}$ with $\alpha>0$ for large $x$, is studied. By studying the density-density correlation function of these walks, it is determined under what conditions the walks are fractal and when they are nonfractal. An ensemble average of walks is considered and the lower entropy dimension $D$ of the set of stopovers of the walks in this ensemble is calculated, and $D=\min \{2, \alpha, d\}$ is found. It is also found that the fractal nature of the walks is related to a finite value of the mean first passage time. The crossover of the correlation function from the fractal to nonfractal regimes is studied in detail. Finally, it is conjectured that these results for the lower entropy dimension apply to a wide class of symmetric Markov processes.


## I. INTRODUCTION

The morphology of random fractals has recently become of considerable interest. One of the primary motivations for this interest has been the central role that these morphologies appear to play in a variety of kinetic growth processes. Among major questions to be understood in these processes are the questions of what conditions are necessary and sufficient for fractal growth to occur, and how the crossover to nonfractal growth regimes takes place. Unfortunately, even relatively simple, moderately realistic growth models are sufficiently complicated to render analytic progress toward understanding these questions difficult. Under these circumstances, it is therefore useful to study a much simpler process which exhibits both fractal and nonfractal growth and in which one can make analytic progress both in characterizing the nature of the fractal object generated in the fractal regime, and in studying the crossover between the fractal and nonfractal regions. To this end, we will study the process of Levy flights, which, in a certain sense, exhibit crossover from fractal to nonfractal growth as the step-length exponent of the walk is varied. Although the Hausdorff dimension of the stopovers of a Levy flight is always zero, the lower entropy dimension ${ }^{1}$ (LED) for the process is nontrivial and corresponds to our intuitive motion of a "mass dimension." This dimension, defined for an ensemble average of walks (see below) will be used to distinguish between fractal and nonfractal regimes of the walk. Aside from their utility as analog growth processes, Levy flights are also of interest in their own right. Some work on the subject has been done by Mandelbrot, ${ }^{2}$ and on the related subject of Weierstrassian random walks by Hughes, Montroll, and Shlesinger and Montroll and Shlesinger. ${ }^{3}$ Furthermore, after the work reported in the present paper was completed, we became aware of the work of Hioe ${ }^{4}$ in which a number of our results are obtained in the context of a lattice version of Levy flights.

The structure of the rest of this paper is as follows: First, we shall introduce some preliminary notions including a definition of the LED. Then we shall relate this dimension to the density-density corelation function, after which we shall calculate the asymptotic behavior of the density-density correlation function for the processes of interest. We shall
end up with an expression for the LED of the stopovers of the Levy flight defined over a certain ensemble, as well as obtaining a relationship between the fractal nature of the Levy flight and the mean first passage time. We will also be able to study in detail the crossover between the fractal and nonfractal regions of the walk as we vary the step-length exponent. We will conclude with several comments and speculations.

The process we will study, a discrete-time continuousspace Levy flight, is a Markovian random walk process controlled by the probability function $P(n+1, \mathbf{x} \mid n, \mathbf{y}) d \mathbf{x} d \mathbf{y}$ which is the conditional probability for the walker to be in the region $\mathbf{x}+d \mathrm{x}$ at time step $n+1$, if he was in the region $\mathbf{y}+d \mathbf{y}$ at time $n$. Here $\mathbf{x}$ and $\mathbf{y}$ are points in a continuous $d$ dimensional space, $d \mathbf{x} \equiv d^{d} \mathbf{x}, d \mathbf{y} \equiv d^{d} \mathbf{y}$, and $n$ is an integer. We restrict ourselves to $P(n+1, \mathbf{x} \mid n, \mathbf{y})=f(\mathbf{x}-\mathbf{y})$, and we will be particularly concerned with cases in which $f(\mathbf{x}-\mathbf{y}) \sim|\mathbf{x}-\mathbf{y}|^{-(\alpha+d)}$ for large $|\mathbf{x}-\mathbf{y}|$. The Levy flight is thus a random walk with a variable step length whose size distribution is determined by $f(x-y)$. To interpret the Levy flight as a "growth process," we imagine placing a particle at the end point of every step. Among the quantities we will discuss is the lower entropy dimension (LED), $D$, of the collection of these end points or stopovers defined by averaging over a suitable ensemble of walks. This $D$ is a measure of how $N(L)$, the average number of particles contained in a nonempty region of linear dimension $L$, scales with $L$ : i.e., $N(L) \sim L^{D_{(L)}}$ and is thus consistent, for this process, with our intuitive notion of a mass dimension. If $D(L)$ is independent of $L$ over some range then the system has a well-defined LED over that range.

Before proceeding with the calculation properly, it is useful to carefully define the quantities in which we shall be interested and to clearly state how averages are to be understood. Consider then the Levy flight defined by

$$
\begin{equation*}
P_{n}(\mathbf{x})=\int d \mathbf{y} f(\mathbf{x}-\mathbf{y}) P_{n-1}(\mathbf{y}) \tag{1}
\end{equation*}
$$

where $P_{n}(\mathbf{x})$ is the probability density for the $n$th step to land on point $x$. We start our process at time $n=0$ at point $\mathbf{x}=0$, so that in terms of the conditional probability defined above,

$$
\begin{equation*}
P_{n}(\mathbf{x}) \equiv P(n, \mathbf{x} \mid 0,0) \tag{2}
\end{equation*}
$$

Now, suppose we have generated a single sample of a Levy flight with a total of $m$ steps. Let $\rho_{m}(\mathbf{x}) d \mathbf{x}$ be the number of stopovers contained in the region $d \mathbf{x}$ about the point $\mathbf{x}$. The density-density correlation function is then

$$
\begin{equation*}
C_{m}^{\prime}(\mathbf{r} ; \mathbf{x})=\rho_{m}(\mathbf{x}+\mathbf{r}) \rho_{m}(\mathbf{x}) \tag{3}
\end{equation*}
$$

This quantity can be integrated over $r$ to obtain

$$
\begin{equation*}
N^{\prime}(L ; \mathbf{x})=\int_{0}^{L} d^{d} \mathbf{r} C_{m}^{\prime}(\mathbf{r} ; \mathbf{x}) \tag{4}
\end{equation*}
$$

which is the number of points contained in the region of linear dimension $L$ weighted by $\rho_{m}(\mathbf{x})$, the number of particles at $\mathbf{x}$. Finally, we may average this quantity over a number of such $m$-step Levy flights and over all starting points $\mathbf{x}$ to obtain
$N(L) \equiv\left\langle N^{\prime}(L ; \mathbf{x})\right\rangle$

$$
\begin{align*}
& =\left\langle\int_{0}^{L} d^{d} \mathbf{r} C_{m}^{\prime}(\mathbf{r} ; \mathbf{x})\right\rangle \\
& =\left\langle\int_{0}^{L} d^{d} \mathbf{r} \rho_{m}(\mathbf{x}+\mathbf{r}) \rho_{m}(\mathbf{x})\right\rangle \\
& =\int_{0}^{L} d^{d} \mathbf{r}\left\langle\rho_{m}(\mathbf{x}+\mathbf{r}) \rho_{m}(\mathbf{x})\right\rangle \\
& =\int_{0}^{L} d^{d} \mathbf{r}\left\langle C_{m}^{\prime}(\mathbf{r} ; \mathbf{x})\right\rangle=\int_{0}^{L} d^{d} \mathbf{r} C_{m}(\mathbf{r}), \tag{5}
\end{align*}
$$

where < > means averaging over the ensemble of samples. An explicit procedure for performing this average will be explained below. As we shall see, as a result of our averaging procedure, $N(L)$ and $C_{m}(\mathbf{r})$ will be independent of $x$. In any case, the $x$ dependence for large $m$ would be trivial since the process is translationally invariant. Therefore, $N(L)$, the average number of particles contained in a region of linear dimension $L$, having a behavior like $N(L) \sim L^{D}$ is equivalent to $C_{m}(\mathbf{r})$, the average density-density correlation function behaving like $C_{m}(\mathbf{r}) \sim r^{D-d}$.

## II. THE AVERAGE DENSITY-DENSITY CORRELATION FUNCTION

We now want to calculate the average density-density correlation function for the processes in which we are interested. The result of this calcualtion will be an expression for the LED of the Levy flight averaged over a suitable ensemble. We will also be able to relate the fractal nature of the Levy flight to its mean first passage time, and we will be able to study in some detail the crossover from a fractal to nonfractal structure for the walk as we vary the step-length exponent. Unless explicitly stated otherwise in the sequel, when we refer to properties of the Levy flight, it should be understood that these statements refer to quantities averaged over the ensemble of sample flights, the construction of which we now explain.

To do this, we begin by defining a modified correlation function,

$$
C_{m}(\mathbf{r} \mid j, \mathbf{x})=\left\langle\rho_{m}(\mathbf{x}+\mathbf{r}) \rho_{m}(\mathbf{x})\right\rangle_{(j, \mathbf{x})},
$$

where $\left\rangle_{(j, \mathbf{x})}\right.$ means averaging over those systems in the ensemble in which the $j$ th particle (i.e., the $j$ th vertex of the given path) is between $\mathbf{x}$ and $\mathbf{x}+d \mathbf{x}$. Then

$$
\begin{equation*}
C_{m}(\mathbf{r} \mid j, \mathbf{x})=\sum_{l=1}^{m} P(l, \mathbf{r}+\mathbf{x} \mid j, \mathbf{x}), \tag{6}
\end{equation*}
$$

where the prime on the sum means $l \neq j$. This is just the average particle density at the point $\mathbf{r}+\mathbf{x}$ if the $j$ th particle is at the point $\mathbf{x}$. Averaging over $\mathbf{x}$, we have the correlation function averaged over an ensemble of samples in which the position of the $j$ th particle is taken as one end point of the correlation function: i.e.,

$$
\begin{equation*}
C_{m}(\mathbf{r} \mid j)=\int d^{d} \mathbf{x} P_{j}(\mathbf{x}) C_{m}(\mathbf{r} \mid j, \mathbf{x}) \tag{7}
\end{equation*}
$$

Using Eq. (1) it is clear that $P(l, \mathbf{x} \mid m, \mathbf{y})=P_{l-m}(\mathbf{x}-\mathbf{y})$ for $l \geqslant m$, so that

$$
\begin{equation*}
C_{m}(\mathbf{r} \mid j)=\sum_{l=1}^{j-1} P_{l}(\mathbf{r})+\sum_{l=1}^{m-j} P_{l}(\mathbf{r}) . \tag{8}
\end{equation*}
$$

Finally, if we randomly choose one particle in the object as the origin for calculating the correlation function, it is equally likely to be any of the particles, so that

$$
\begin{equation*}
C_{m}(\mathbf{r})=\frac{1}{m} \sum_{j=0}^{m} C_{m}(\mathbf{r} \mid j)=2 \sum_{l=1}^{m}\left(1-\frac{l-\frac{1}{2}}{m}\right) P_{l}(\mathbf{r}) . \tag{9}
\end{equation*}
$$

We now want to take $m \rightarrow \infty$ in this expression. First we show that $C_{m}(\mathbf{r})$ and $\Sigma_{l=1}^{m} P_{l}(\mathbf{r})$ diverge and converge together as $m \rightarrow \infty$. To see this, note that if $C_{m}(\mathbf{r})$ diverges as $m \rightarrow \infty$, then $\Sigma_{l=1}^{m} P_{l}(\mathbf{r})$ also diverges since, recalling that $P_{l}(\mathrm{r}) \geqslant 0$, it follows from Eq. (9) that $\sum_{l=1}^{m} P_{l}(\mathrm{r}) \geqslant \frac{1}{2} C_{m}(\mathrm{r})$. Furthermore, we can prove that if $\Sigma_{l=1}^{m} P_{l}(\mathbf{r})$ diverges as $m \rightarrow \infty$, then so does $C_{m}(\mathbf{r})$ as follows: If $\sum_{l=1}^{m} P_{l}(\mathbf{r}) \rightarrow \infty$, as $m \rightarrow \infty$, then for a given r there exists, for any $L$, an $M$ such that $\Sigma_{l=1}^{m} P_{l}(\mathbf{r}) \geqslant L$. This means that for $m>2 M$,

$$
\begin{aligned}
C_{m}(\mathbf{r}) & >2 \sum_{l=1}^{M}\left(1-\frac{l}{m}\right) P_{l}(\mathbf{r}) \\
& >2 \sum_{l=1}^{M}\left(1-\frac{M}{m}\right) P_{l}(\mathbf{r})>2 \sum_{i=1}^{M}\left(1-\frac{M}{2 M}\right) P_{l}(\mathbf{r}) \\
& >2 \frac{1}{2} L=L .
\end{aligned}
$$

Therefore, for large enough $m, C_{m}(\mathbf{r})$ is larger than any preassigned number $L$, and so diverges as $m \rightarrow \infty$.

Finally we note that if $C_{m}(r)$ converges we have

$$
\begin{equation*}
C(\mathbf{r})=\lim _{m=0} C_{m}(\mathbf{r})=2 \sum_{l=1}^{\infty} P_{l}(\mathbf{r}) . \tag{10}
\end{equation*}
$$

The right-hand side of Eq. (10) is twice the mean first passage time for this random walk.

Now we use a Fourier transform to rewrite Eq. (10) as

$$
\begin{equation*}
C(\mathbf{r})=2 \frac{1}{(2 \pi)^{d / 2}} \int d \mathbf{k} \frac{\tilde{f}(\mathbf{k})}{1-\tilde{f}(\mathbf{k})} e^{-\mathbf{k} \cdot \mathbf{r}}, \tag{11}
\end{equation*}
$$

where

$$
\tilde{f}(\mathbf{k})=\frac{1}{(2 \pi)^{d / 2}} \int d \mathbf{r} f(\mathbf{r}) e^{i \mathbf{k} \cdot \mathbf{r}}
$$

is the $d$-dimensional Fourier transform of $f(r)$. We have used $\tilde{P}_{l}(\mathbf{k})=\tilde{f}^{l}(\mathbf{k})$. If we consider only those processes which are independent of the angular variables, Eq. (11) is reduced to a form of Hankel transform,

$$
\begin{align*}
C(r)= & r^{-(d-1) / 2} \int_{0}^{\infty} d k \frac{\tilde{f}(k)}{1-\tilde{f}(k)} \\
& \times k^{(d-1) / 2}(k r)^{1 / 2} J_{(d-2) / 2}(k r)
\end{align*}
$$

where $r=|\mathbf{r}|, k=|\mathbf{k}|$.
Let us now compute $C(r)$ and the LED for Levy flights. We consider walks for which the kernel in Eq. (1) has the form

$$
\begin{align*}
& f(r) \sim r^{-d} \sum_{i=0}^{n} b_{i} r^{-\alpha_{i}}, \quad \alpha_{n}>\alpha_{n-1}>\cdots>\alpha_{0} \equiv \alpha>0 \\
& b_{0} \neq 0 \tag{12}
\end{align*}
$$

for large $r$ and some integer $n>0(\alpha=\infty$ is included as a special case).

It is easy to show that (see Appendix A)

$$
\begin{equation*}
\tilde{f}(k)=1-\beta k^{A}+o\left(k^{A}\right) \quad \text { as } k \rightarrow 0 \tag{13}
\end{equation*}
$$

where $A=\min \{2, \alpha\}$. Notice that $\tilde{f}(0)=1$, otherwise the $P_{n}(\mathbf{x})$ cannot be interpreted as probabilities.

Using (13) in (11) it is not difficult to determine the necessary and sufficient conditions for the convergence of $C(r)$. We find that $C(r)$ converges (a) for $d \geqslant 3$ and any $\alpha>0$, (b) for $d=2$ and $\alpha<2$, and (c) for $d=1$ and $\alpha<1$. Using (13) in (11), we see that for these values of $d$ and $\alpha$, $C(r) \sim r^{-(d-A)}$ as $r \rightarrow \infty$, and since $C(r) \sim r^{D-d}, D=A$ for these values of $d$ and $\alpha$. By Eq. (10), the mean first passage time is also finite for these vlaues of $d$ and $\alpha$.

For values of $d$ and $\alpha$ for which $C(r)$ is divergent, we need to study $C_{m}(r)$ in the $m \rightarrow \infty$ limit a little more carefully. This is done in some detail in Appendix B. Here we report the results of this calculation. We find that for $(d, \alpha)$ such that $C(r)$ diverges, $\lim _{m \rightarrow \infty} C_{m}(0) \rightarrow \infty$, but $\lim _{m \rightarrow \infty}\left[C_{m}(0)-C_{m}(r)\right]$ is a finite function of $r$. Therefore, it is also possible to extract for this case a value of the LED by rescaling the correlation function by its value at the origin. Defining $C_{m}(r)=C_{m}(r) / C_{m}(0)$, we find $\lim _{m \rightarrow \infty} C_{m}(r)=1$, and so the LED in this case is $D=d$. This is the case in which the LED of the trail of points left by a typical sample of the Levy flight passages has the naive dimension of space, and is, by Eq. (10), also the case in which the mean first passage time diverges. The value of the LED for all of these cases, for both divergent and convergent values of $C(r)$ can be summarized by the formula $D=\min \{2, \alpha, d\}$. Notice that we can mimic those cases in which $f(r)$ falls faster than a power as $r \rightarrow \infty$ by setting $\alpha=\infty$. We then find the usual Gaussian result for short range random walks, namely $D=2$ for $d \geqslant 2$, and $D=1$ for $d=1$.

## III. THE CROSSOVER REGIME BETWEEN FRACTAL AND NONFRACTAL

The structure of a typical sample of the Levy flight process, as we can infer from the results of an ensemble average, are markedly different in the fractal and nonfractal regimes. Since, to our knowledge, this is one of the only analytically tractable systems to exhibit this crossover, it is of considerable value to explicitly display the behavior of the correlation function in the crossover regime. This is done in Appen-
dix C. Here we wish to point out some features of this crossover and comment on the qualitative differences in the behavior of a typical Levy flight in the frastal and nonfractal regimes. First, we want to make it clear that there are really three qualitatively different types of behavior possible for the Levy flight: (i) For $D<d \leqslant 2$ and for $D<2$ and $d \geqslant 3$ the Levy flight is fractal-like and self-similar and the mean first passage time is finite. (ii) For $D=d \leqslant 2$ the Levy flight is nonfractal and space filling and the mean first passage time is infinite. (iii) For $D=2$ and $d \geqslant 3$ the Levy flight is not space filling, but neither is it fractal. (This case also corresponds to the usual short-range finite step length random walk above two dimensions.) Because the walk is not space filling the mean first passage time is finite in this case, also.

The dynamics for case (i) differs markedly from the dynamics for cases (ii) and (iii). In cases (ii) and (iii) in which the step length distribution, $f(r)$, falls relatively rapidly, there will be no very large jumps and the stopovers will tend to congregate near the origin of the walk with the distribution of steps forming a Gaussian-like distribution which grows smoothly in width (and for $d \leqslant 2$, in height) at time goes by. For $d=1$ and 2 the phase space is restricted enough so that these dynamics will cause $C_{m}(0)$ to diverge as $m \rightarrow \infty$ causing the mean first passage time to be infinite. For $d \geqslant 3$ there are enough random walk paths to prevent $C_{m}(0)$ from diverging as $m \rightarrow \infty$, and so the mean first passage time is finite. If, on the other hand, $f(r)$ does not fall rapidly enough, as is the situation in case (i), the dynamics is very different. In this case very large jumps will be possible, and the whole space will be sampled, although not densely. Indeed, in computer simulations of fractal Levy fights it is observed that the fractal structure is generated by the walker spending some time in a given region of space, then taking a single very large step to a far distant region, spending some time there, and repeating the process in a scale invariant way. This dynamics differs markedly from the smoothly spreading Gaussian distribution of cases (ii) and (iii). In terms of the density-density correlation function, we show in Appendix B that for $d=1,2$, if we set $\alpha=d-\epsilon$, then for small positive $\epsilon, C(r) \sim(1 / \epsilon) r^{-\epsilon}$. Thus $C(r) \rightarrow \infty$ as $\epsilon \rightarrow 0^{+}$ and $[C(r)-C(0)] \sim \ln r$ for large $r$ and $\epsilon=0$, a behavior reminiscent of simple crossover effects in critical phenomena. This paradigm is worth keeping in mind as one studies more realistic and complex growth processes with fractalnonfractal crossover.

## IV. SUMMARY

In this paper we have analyzed the structure of Levy flights in the continuum. Using the lower entropy dimension as a criterion, we have found that the set of stopover points can exhibit both fractal and nonfractal behavior depending on the value of $d$, the number of dimensions in which the walk is embedded, and $\alpha$, the power with which the jump distribution falls off asymptotically. We were also to exhibit in detail the behavior of an ensemble average Levy flights at the fractal-nonfractal crossover point. We showed furthermore that if the mean first passage time diverges, the LED is equal to $d$, and the typical Levy flight (understood as a representative of our ensemble) is not fractal-like. If the mean
first passage time is finite, then the typical Levy flight will not be space filling and will generally be fractal unless $d>3$ and $\alpha>2$, in which case the dimension of the walk will be $D=2$, just as for the ordinary random walk with fixed, finite step length.

We have analyzed the Levy flight for the specific step size distribution of Eq. (10). However, a careful examination of the derivation of our results clearly suggests an interesting generalization. We believe that the expression for the lower entropy dimension of the stopovers of this random walk, $D=\min \{2, \alpha, d\}$, will be correct for any symmetric distribution $f(r)$ where $\alpha$ is defined by

$$
\alpha=\sup \left\{\left.\alpha^{\prime}\left|\int\right| \mathbf{x}\right|^{\alpha^{\prime}} f(|\mathbf{x}|) d^{d} \mathbf{x}<\infty\right\}
$$

The random Levy flight we have studied has a very rich structure, but, using the techniques of this paper, is amenable to considerable analysis. Such models should prove to be simple but useful archetypes in the study of fractal kinetic growth processes.
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## APPENDIX A: LEADING BEHAVIOR OF $\tilde{f}(k)$ FOR SMALL $k$

In this Appendix we show that for

$$
f(r) \sim r^{-d} \sum_{i=0}^{n} b_{n} r^{-\alpha_{i}} ; \quad \alpha_{n}>\alpha_{n-1}>\cdots>\alpha_{0} \equiv \alpha>0
$$

$b_{0} \neq 0$ for large $r$, we have

$$
\tilde{f}(k)=1-\beta k^{A}+o\left(k^{A}\right), \quad \text { as } k \rightarrow 0,
$$

where $A=\min \{2, \alpha\}$.
Sketch of proof: Without loss of generality, let us consider the case $f(r)=r^{-(d+\alpha)} \sum_{i=0}^{\infty} c_{i} r^{-i}$ for $\alpha>0, r$ large. By using the integral representation of $J_{v}(x)$ for $d>2$ we have

$$
\begin{equation*}
\tilde{f}(k)=c \int_{0}^{\infty} d r f(r) r^{d-1} \int_{0}^{1} d y\left(1-y^{2}\right)^{(d-3) / 2} \cos k y r \tag{A1}
\end{equation*}
$$

where $c$ is a normalization constant. Equation (A1) can be rewritten as

$$
\begin{align*}
\tilde{f}(k)= & 1-c \int_{0}^{1} d y\left(1-y^{2}\right)^{(d-3) / 2} \\
& \times\left\{\int_{0}^{\infty} d r f(r) r^{d-1}(1-\cos k y r)\right\} . \tag{A2}
\end{align*}
$$

Let us first concentrate on the integral,

$$
\int_{0}^{\infty} d r f(r) r^{d-1}(1-\cos k y r)
$$

in (A2). We divide the integral into two parts by some large number $R$ above which the expansion of $f(r)$ around $r=\infty$ is valid, then expand the integrands properly, we have

$$
\begin{aligned}
& \int_{0}^{\infty} d r f(r) r^{d-1}(1-\cos k y r) \\
& \quad=\sum_{i=1}^{\infty}(k y)^{2 i}\left[\int_{0}^{R} d r \frac{(-1) f(r)}{(2 i)!} r^{2 i+d-1}\right] \\
& \quad+\sum_{i=0}^{\infty} c_{i} \int_{R}^{\infty} d r r^{-(1+\alpha+i)}(1-\cos r k y)
\end{aligned}
$$

Define

$$
\begin{equation*}
e_{i}(R)=\int_{0}^{R} d r \frac{(-1)^{i} f(r)}{(2 i)!} r^{2 i+d-1} \tag{A3}
\end{equation*}
$$

then it is easy to see $e_{i}(R)$ 's are finite for any $R$ for $\infty>R>0$. Next we divide the integral in the second summation into two parts by $(1 / k y)(>R)$, then expand $(1-\cos r k y)$ in the first part and rescale the integral variable in the second part, and then we have

$$
\begin{align*}
& \int_{R}^{\infty} d r r^{-(1+\alpha+i)}(1-\cos r k y) \\
&=-\int_{1 / k y}^{R} d r r^{-(1+\alpha+i)}(1-\cos r k y)+\int_{1 / k y}^{\infty} d r r^{-(1+\alpha+i)}(1-\cos r k y) \\
&=-\sum_{i=1}^{\infty} \frac{(-1)^{j+1}}{(2 j)!}(k y)^{2 j} \int_{1 / k y}^{R} d r r^{-(1+\alpha+i)+2 j}+(k y)^{-(\alpha+i)} \int_{1}^{\infty} d r r^{-(1+\alpha+i)}(1-\cos r) \\
&=-\sum_{j=1}^{\infty}(k y)^{2 j j} \frac{(-1)^{j+1}}{(2 j)!}\left[\frac{R^{2 j-(1+\alpha+i)+1}}{2 j-(1+\alpha+i)+1}-\frac{(k y)^{-2 j+(1+\alpha+i)-1}}{2 j-(1+\alpha+i)+1}\right] \\
&+(k y)^{-(1+\alpha+i)+1} \int_{1}^{\infty} d r r^{-(1+\alpha+i)}(1-\cos r) \\
&=-\sum_{j=1}^{\infty}(k y)^{2 j} g_{j}(R, i)+(k y)^{-(\alpha+i)} h_{i}, \tag{A4}
\end{align*}
$$

where

$$
g_{j}(R, i)=\frac{(-1)^{j+1}}{(2 j)!} \frac{R^{2 j-(1+\alpha+i)+1}}{2 j-(1+\alpha+i)+1}
$$

and

$$
\begin{aligned}
h_{i}= & \sum_{j=1}^{\infty} \frac{(-1)^{j+1}}{(2 j)!} \frac{1}{2 j-(1+\alpha+i)+1} \\
& +\int_{1}^{\infty} d r r^{-(1+\alpha+i)}(1-\cos r) .
\end{aligned}
$$

There could be a $\ln (k y)$ term for $\alpha=$ integer in the above procedure, but it will not be the leading term, so it will not affect our derivation.

Now we go back to (A3), and we found

$$
\begin{align*}
& \int_{0}^{\infty} d r f(r) r^{d-1}(1-\cos r k y) \\
& =\sum_{i=1}^{\infty}(k y)^{2 j}\left[e_{i}(R)-\sum_{j=0}^{\infty} g_{i}(R, j) c_{j}\right] \\
& \quad+\sum_{i=0}^{\infty} c_{i} h_{i}(k y)^{-(\alpha+i)} \tag{A5}
\end{align*}
$$

Then we see

$$
\begin{align*}
\tilde{f}(k)= & 1-c \sum_{i=1}^{\infty} k^{2 i}\left\{\left[e_{i}(R)-\sum_{j=0}^{\infty} g_{i}(R, j) c_{j}\right]\right. \\
& \left.\times \int_{0}^{1}\left(1-y^{2}\right)^{(d-3) / 2} y^{2 i} d y\right\} \\
& -c \sum_{i=0}^{\infty} k^{-(\alpha+i)}\left[c_{i} h_{i} \int_{0}^{1}\left(1-y^{2}\right)^{(d-3) / 2} y^{2 i} d y\right] . \tag{A6}
\end{align*}
$$

Since $c_{0} \neq 0$

$$
h_{0}=\sum_{j=1}^{\infty} \frac{(-1)^{j+1}}{(2 j)!} \frac{1}{2 j-\alpha} \neq 0 .
$$

The leading term in the second summation is in order of $k^{-\alpha}$. The leading term in the first summation is $k^{2 i}$ for some integer $i>0$. If $\alpha>2$, from the probability theory we know that the second monent exists, therefore, $\tilde{f}(k)=1-\beta k^{2}+o\left(k^{2}\right)$. From all the above procedures, we have shown for $d \geqslant 2$,
$\tilde{f}(k)=1-\beta k^{A}+o\left(k^{A}\right)$ with $A=\min \{2, \alpha\}$ and $\beta \neq 0$. The proof for $d=1$ is very similar (and also simpler).

## APPENDIX B: FINITENESS OF $C(0)-C(r)$

In this Appendix we show that if $C(r)=\lim _{m \rightarrow \infty} C_{m}(r)$ diverges, then $\lim _{m \rightarrow \infty}\left[C_{m}(0)\right.$ $-C_{m}(r)$ is a finite function of $r$ so that $\lim _{m \rightarrow \infty} C_{m}(r)=1$, where $C_{m}(r)=C_{m}(r) / C_{m}(0)$.

The Fourier transform of $C_{m}(r)$ may be written

$$
\begin{align*}
\tilde{C}_{m}(k) & =2 \sum_{l=1}^{m}\left(1-\frac{l}{m}\right)[\tilde{f}(k)]^{l} \\
& =2\left[\tilde{f} \frac{H_{m}}{H_{1}}-\frac{\tilde{f}}{m} \frac{H_{m}}{H_{1}^{2}}+\frac{\tilde{f}^{m+1}}{H_{1}}\right] \tag{B1}
\end{align*}
$$

where $H_{m}(k) \equiv 1-[f(k)]^{m}$.

We need to examine the cases $d=1$ and $d=2$ separately.
(a) For $d=1$,

$$
\begin{align*}
C_{m}(0)-C_{m}(r) \sim & \int_{0}^{\infty} d k[1-\cos (k r)] \\
& \times\left\{\tilde{f} \frac{H_{m}}{H_{1}}-\frac{\tilde{f}}{m} \frac{H_{m}}{H_{1}^{2}}+\frac{\tilde{f}^{m+1}}{H_{1}}\right\} \tag{B2}
\end{align*}
$$

Recalling that $\tilde{f}(k)<1$ for $k>0$ and $\tilde{f}(0)=1$, it is clear that for $m \rightarrow \infty$ only the first term in the curly brackets survives, so

$$
\begin{equation*}
C(0)-C(r) \sim \int_{0}^{\infty} d k(1-\cos (k r)) \frac{\tilde{f}(k)}{H_{1}} \tag{B3}
\end{equation*}
$$

For $k \rightarrow 0$, the right-hand side of (B3) behaves like $\int_{0}\left(K^{2} / K^{A}\right) d k$ and so is convergent. For $k \rightarrow \infty$ the righthand side of (B3) is also convergent, having the behavior $\int^{\infty} \tilde{f}(k)(1-\cos k r) d k$. Therefore $C(0)-C(r)$ is a finite function of $r$.
(b) For $D=2$; after integrating over the angular degrees of freedom,

$$
\begin{align*}
C(0)-C(r) \sim & \int_{0}^{\infty} k d k \frac{\tilde{f}(k)}{H_{1}} \\
& \times\left[\int_{0}^{1}\left(1-y^{2}\right)^{-1 / 2}(1-\cos (k r y)) d y\right] . \tag{B4}
\end{align*}
$$

For $k \rightarrow 0$ the right-hand side of (B4) has the behavior $\int_{0}\left(K^{3} / K^{A}\right) d k$, which is convergent, and for $k \rightarrow \infty$, the right-hand side of (B4) behaves like

$$
\int^{\infty} k d k \tilde{f}(k)\left[\int_{0}^{1}(1-y)^{-1 / 2}(1-\cos (k r y)) d y\right]
$$

which is also convergent. Therefore $C(0)-C(r)$ is a finite function of $r$ in this case also.

## APPENDIX C: LEADING BEHAVIOR OF $C(r)$ IN CROSSOVER REGIME

In this Appendix we study the crossover between the fractal and nonfractal regimes by examining the leading behavior of $C(r)$ for large $r$ and values of $\alpha$ close to the critical crossover value.
(i) $d=1$. Here the critical value of $\alpha$ is $\alpha=1$. Let $\alpha=1-\epsilon$.
(a) $\epsilon \leqslant 0$. In this case we know from the results of Appendix A that $\lim _{m \rightarrow \infty} C_{m}(r)=\infty$ and $C(r) / C(0)=1$, which we interpret as implying nonfractal behavior with the LED $D=d=1$.
(b) $\epsilon>0$.

$$
\begin{align*}
C(r) & =\lim _{m \rightarrow \infty} C_{m}(r)=\int_{0}^{\infty} \frac{\tilde{f}(k)}{1-\tilde{f}(k)} \cos (k r) d k \\
& =r^{-\epsilon} \int_{0}^{\infty} \frac{(\tau / r)^{1-\epsilon}}{1-\tilde{f}(\tau / r)} \tilde{f}(\tau / r) \frac{\cos \tau}{\tau^{1-\epsilon}} d \tau \tag{C1}
\end{align*}
$$

We now want to show that the leading behavior of the integrals as $r \rightarrow \infty$ is a constant proportional to $1 / \epsilon$. To do this we note that

$$
\begin{equation*}
\frac{(\tau / r)^{1-\epsilon}}{1-\tilde{f}(\tau / r)} \tilde{f}\left(\frac{\tau}{r}\right) \equiv I\left(\frac{\tau}{r}\right) \tag{C2}
\end{equation*}
$$

is bounded and that

$$
\begin{equation*}
\lim _{\tau \rightarrow \infty} \frac{\cos \tau}{\tau^{1-\epsilon}}=0 \tag{C3}
\end{equation*}
$$

From this we can show that
$\lim _{r \rightarrow \infty} \int_{0}^{\infty} I\left(\frac{\tau}{r}\right) \frac{\cos \tau}{\tau^{1-\epsilon}} d \tau=\int_{0}^{\infty}\left[\lim _{r \rightarrow \infty} I\left(\frac{\tau}{r}\right)\right] \frac{\cos \tau}{\tau^{1-\epsilon}} d \tau$,
and, since $I(0)$ is a finite constant, the integral in (C4) has the behavior

$$
\int_{0}^{\infty}\left[\lim _{r \rightarrow \infty} I\left(\frac{\tau}{r}\right)\right] \frac{\cos \tau}{\tau^{1-\epsilon}} d \tau \sim \int_{0}^{\infty} \frac{\cos \tau}{\tau^{1-\epsilon}} d \tau \sim \frac{1}{\epsilon}
$$

The leading behavior of $C(r)$ for $r$ large and $\epsilon>0$ is thus

$$
C(r) \sim(1 / \epsilon) r^{-\epsilon}
$$

Note that as $\epsilon \rightarrow 0$ for large $r$,

$$
C(r) \sim(1 / \epsilon)[1-\epsilon \ln r]=(1 / \epsilon)-\ln r
$$

Here we see explicitly that as $\epsilon \rightarrow 0^{+}, C(r)$ consists of a divergent piece plus a finite function of $r$, which at the crossover point is proportional to $\ln r$.
(ii) $d=2$. The derivation of the behavior of $C(r)$ in this case is quite similar to the one-dimensional case. Defining $\alpha=2-\epsilon$, we have, as before, nonfractal behavior with the LED $D=d=2$ for $\epsilon \leqslant 0$. For $\epsilon>0$ we can write

$$
\begin{align*}
C(r) & =\int_{0}^{\infty} k d k \frac{\tilde{f}(k)}{1-\tilde{f}(k)} \int_{0}^{1}\left(1-y^{2}\right)^{1 / 2} \cos (r k y) d y \\
& =r^{-\epsilon} \int_{0}^{\infty} d \tau \frac{(\tau / r)^{2-\epsilon}}{1-\tilde{f}(\tau / r)} \tilde{f}\left(\frac{\tau}{r}\right) \frac{J_{0}(\tau)}{\tau^{1-\epsilon}} \tag{C5}
\end{align*}
$$

As before

$$
\frac{(\tau / r)}{1-\tilde{f}(\tau / r)} \tilde{f}\left(\frac{\tau}{r}\right)
$$

is bounded, and

$$
\lim _{\tau \rightarrow \infty} \frac{J_{0}(\tau)}{\tau^{1-\epsilon}}=0
$$

so that

$$
\begin{aligned}
& \lim _{r \rightarrow \infty} \int_{0}^{\infty} d \tau \frac{(\tau / r)^{2-\epsilon}}{1-\tilde{f}(\tau / r)} \tilde{f}\left(\frac{\tau}{r}\right) \frac{J_{0}(\tau)}{\tau^{1-\epsilon}} \\
& \quad=\int_{0}^{\infty} d \tau\left[\lim _{r \rightarrow \infty} \frac{(\tau / r)^{2-\epsilon}}{1-\tilde{f}(\tau / r)} \tilde{f}\left(\frac{\tau}{r}\right)\right] \frac{J_{0}(\tau)}{\tau^{1-\epsilon}} \sim \frac{1}{\epsilon}
\end{aligned}
$$

Therefore for small positive $\epsilon$, the leading behavior of $C(r)$ for large $r$ is

$$
C(r) \sim(1 / \epsilon) r^{-\epsilon}
$$

${ }^{1}$ B. Mandelbrot, The Fractal Geometry of Nature (Freeman, San Francisco, 1983), p. 359, and references therein.
${ }^{2}$ B. Mandelbrot, see Ref. 1, p. 288 ff .
${ }^{3}$ B. D. Huges, E. W. Montroll, and M. F. Shlesinger, J. Stat. Phys. 28, 111 (1982); E. W. Montroll and M. F. Shlesinger, in Nonequilibrium Phenomena II: From Stochastics to Hydrodynamics, edited by J. L. Lebowitz and E. W. Montroll (North-Holland, Amsterdam, 1984), p. 1.
${ }^{4}$ F. T. Hioe, in Random Walks and Their Application in the Physical and Biological Sciences, AIP Conf. Proc. No. 109, edited by M. F. Shlesinger and B. J. West (American Institute of Physics, New York, 1984), p. 85.
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#### Abstract

The Hamiltonian of the three-dimensional hydrogen atom is reduced, in parabolic coordinates, to the Hamiltonians of two bidimensional harmonic oscillators, by doing several space-time transformations,separating the movement along the three parabolic directions ( $\xi, \eta, \phi$ ), and introducing two auxiliary angular variables $\psi$ and $\psi^{\prime}, 0 \leqslant \psi, \psi^{\prime} \leqslant 2 \pi$. The Green's function is developed into partial Green's functions, and expressed in terms of two Green's functions that describe the movements along both the $\xi$ and $\eta$ axes. Introducing auxiliary Hamiltonians allows one to calculate the Green's function in the configurational space, via the phase-space evolution function of the two-dimensional harmonic oscillator. The auxiliary variables $\psi$ and $\psi^{\prime}$ are eliminated by projection. The thus-obtained Green's function, save for a multiplicating factor, coincides with that calculated following the path-integral formalism.


## I. WEYL FORMALISM

The Weyl correspondence (1927), as denoted by $A \leftrightarrow a(p, q)$, relates any operator

$$
A=\int \alpha(u, v) e^{-(i / \hbar)\left(Q_{u}+P_{v}\right)} d u d v
$$

of a Hilbert space to a phase-space function ${ }^{1}$

$$
a(p, q)=\int \alpha(u, v) e^{-(i / \hbar)(q u+p v)} d u d v,
$$

the Heisenberg uncertainty principle, which is mathematically due to the noncommutativity of the observables, in the Hilbert space, being expressed in the Weyl formalism, by the Wigner distribution function, or quasiprobability, not everywhere positive, associated with the states of a physical system. ${ }^{2}$ Two interesting formulations of Weyl's ideas have been proposed, by Kastler ${ }^{3}$ and by Bayen et al. ${ }^{4}$ In its most developed formulations, this theory is an alternative to Schrödinger wave mechanics, Heisenberg matrix mechanics, or Feynman functional mechanics.

Gracia-Bondia ${ }^{5}$ has recently calculated the hydrogen atom spectrum and the Green's function in the configurational space, by making use of the well-known Kustaan-heimo-Stiefel transformation, which has already been employed in celestial mechanics. His phase-space Green's function is that of the unconstrained four-dimensional harmonic oscillator.

Our aim is to calculate the hydrogen-atom spectrum
and its Green's function, in parabolic coordinates. ${ }^{6}$ These physical coordinates are useful especially when the system has a prevailing direction, for instance, the electric field direction in the Stark effect. ${ }^{7}$

By performing several space-time transformations, separating the parabolic variables in the Hamiltonian, and introducing the auxiliary variables $\psi$ and $\psi^{\prime}$, it is possible to determine the H -atom spectrum from that of the two-dimensional harmonic oscillator (Sec. II). The generalized Green's function is obtained as the Fourier transform of the evolution function (Sec. III):

$$
\begin{equation*}
g(E)=-\frac{i}{\hbar} \int_{0}^{\infty} d t e^{i E t / \hbar \mathscr{C}}\left(-\frac{i}{\hbar} H_{w} t\right) \tag{1}
\end{equation*}
$$

with $\mathscr{E}\left(-(i / \hbar) H_{w} t\right) \leftrightarrow U=\exp \{-(i / \hbar) t H\} . H_{w} \leftrightarrow H$. Here

$$
\mathscr{E}\left(-\frac{i}{\hbar} t H_{w}\right)=1-\frac{i}{\hbar} H_{w} t+\frac{1}{2}\left(-\frac{i t}{\hbar}\right)^{2} H_{w} * H_{w}+\cdots
$$

is a solution of the following equation:

$$
i \hbar \frac{\partial \mathscr{C}}{\partial t}=H_{w} * \mathscr{C}=\mathscr{C} * H_{w}
$$

By taking into account the association between the product of the two operators $A$ and $B$,

$$
A \leftrightarrow a(\mathbf{p}, \mathbf{q}), \quad B \leftrightarrow b(\mathbf{p}, \mathbf{q}),
$$

and a phase-space function defined by

$$
\begin{align*}
& A \cdot B \leftrightarrow a(\mathbf{p}, \mathbf{q}) * b(\mathbf{p}, \mathbf{q}) \\
&=a(\mathbf{p}, \mathbf{q}) \exp \left\{\frac{\hbar}{2 i}\left\{\frac{\partial}{\partial \mathbf{d}} \frac{\partial}{\partial \overrightarrow{\mathbf{q}}}-\frac{\partial}{\partial \widetilde{\mathbf{q}}} \frac{\partial}{\partial \overrightarrow{\mathbf{p}}}\right\}\right\} b(\mathbf{p}, \mathbf{q}) \\
&=\sum_{\substack{r, s, l_{m}, m \\
k, n}}\left(\frac{i \hbar}{2}\right)^{r+s+l+m+k+n} \frac{(-)^{s+m+n}}{r \operatorname{ls}!!m!k!n!} \frac{\partial^{r+s+l+m+k+n} a}{\partial^{r} x \partial^{s} p_{x} \partial^{l} y \partial^{m} p_{y} \partial^{k_{z}} \partial^{n} p_{z}} \frac{\partial^{r+s+l+m+k+n} \partial^{r} p_{x} \partial^{s} x \partial^{l} p_{y} \partial^{m} y \partial^{k^{k} p_{z} \partial^{n} z}}{} \tag{2a}
\end{align*}
$$

in a six-dimensional space, we express the Green's function in terms of Green's functions that describe the movement along the three axes.

The evolution function is related to the propagator $K$ by the following equation:

$$
\begin{align*}
K\left(\mathbf{q}_{f}, \mathbf{q}_{i} ; t\right)= & \frac{1}{(2 \pi \hbar)^{n}} \int d^{n} p \exp \left\{\frac{i \mathbf{p}}{\hbar}\left(\mathbf{q}_{f}-\mathbf{q}_{i}\right)\right\} \\
& \times\left.\mathscr{E}\left(-\frac{i}{\hbar} H_{w} t\right)\right|_{\mathbf{q}=\left(\mathbf{q}_{f}+\mathbf{q}_{i}\right) / 2} \tag{2b}
\end{align*}
$$

where $2 n$ is the phase-space dimension.

## II. SPECTRUM OF THE THREE-DIMENSIONAL H ATOM

In Cartesian coordinates, the classical $\mathbf{H}$-atom Hamiltonian is written as follows:
$H_{\mathrm{cl}}=(1 / 2 M)\left\{p_{x}^{2}+p_{y}^{2}+p_{z}^{2}\right\}-\alpha / r, \quad r^{2}=x^{2}+y^{2}+z^{2}$,
$M$ being the mass of the electron, and $\mathbf{p}=\left(p_{x}, p_{y}, p_{z}\right)$ and $\mathbf{q}=(x, y, z)$ satisfying the Hamilton equations

$$
\begin{equation*}
\frac{d \mathrm{p}}{d t}=-\frac{\partial H_{\mathrm{cl}}}{\partial \mathrm{q}} \quad \text { and } \quad \frac{d \mathrm{q}}{d t}=\frac{\partial H_{\mathrm{cl}}}{\partial \mathrm{p}} \tag{4}
\end{equation*}
$$

It is obviously impossible to calculate the H -atom spectrum from Eq. (3), because of the occurrence of the Coulombian term, which is indefinitely derivable and gives thus an infinite-order differential equation or an insolvable integrodifferential equation for the evolution function.

It is possible to find a coordinate change that transforms the Hamiltonian (3) into that of an harmonic oscillator, the evolution function of which can be calculated and is known. ${ }^{4}$ We employ the space-time transformations defined in Refs. 6 and 7.

In parabolic coordinates,

$$
\begin{aligned}
& x=(\xi \eta)^{1 / 2} \cos \phi \\
& y=(\xi \eta)^{1 / 2} \sin \phi, \quad 0 \leqslant \xi, \eta<\infty \\
& z=\frac{1}{2}(\xi-\eta), \quad 0 \leqslant \phi \leqslant 2 \pi
\end{aligned}
$$

the Hamiltonian [Eq. (3)] is written as follows:
$H_{\mathrm{cl}}=\frac{2}{M(\xi+\eta)}\left\{p_{\xi}^{2} \xi+p_{\eta}^{2} \eta\right\}+\frac{p_{\phi}^{2}}{2 M \xi \eta}-\frac{2 \alpha}{\xi+\eta}$.

## A. First time transformation $(q, p, f) \rightarrow(q, p, s)$

By means of the "time" transformation

$$
\begin{equation*}
\frac{d t}{d s}=\frac{r(s)}{2}=\frac{\xi(s)+\eta(s)}{4}, \tag{6}
\end{equation*}
$$

the Hamilton equations, which describe the evolution of $\mathbf{p}=\left(p_{\xi}, p_{\eta}, p_{\phi}\right)$ and $\mathbf{q}=(\xi, \eta, \phi)$ in the coordinate system ( $\mathbf{q}, \mathbf{p}, t$ ), become

$$
\begin{aligned}
& \frac{d \mathrm{p}}{d t}=\frac{d \mathbf{p}}{d s} \cdot \frac{d s}{d t}=-\frac{\partial H_{\mathrm{cl}}}{\partial \mathrm{q}} \text { or } \frac{d \mathrm{p}}{d s}=-\frac{r}{2} \frac{\partial H_{\mathrm{cl}}}{\partial \mathrm{q}} \\
& \frac{d \mathbf{q}}{d t}=\frac{d \mathbf{q}}{d s} \cdot \frac{d s}{d t}=\frac{\partial H_{\mathrm{cl}}}{\partial \mathrm{p}} \text { or } \frac{d \mathrm{q}}{d s}=\frac{r}{2} \frac{\partial H_{\mathrm{cl}}}{\partial \mathrm{p}}
\end{aligned}
$$

in the coordinate system ( $\mathbf{q}, \mathbf{p}, s$ ).
The transformation (6) thus appears not entirely canonical. However, if

$$
E=\frac{1}{2} M \dot{\mathbf{r}}^{2}(t)-\frac{\alpha}{r}=\frac{1}{2} M \dot{\mathbf{r}}^{2}(s) \frac{4}{r^{2}(s)}-\frac{\alpha}{r}
$$

is the energy of the system and $H_{\mathrm{cl}} \simeq E$, there can be defined a pseudo-Hamiltonian $\mathscr{H}=(r / 2)\left(H_{\text {cl }}-E\right)$ which is nil, in the weak sense of Dirac, and which keeps the Hamilton equations unchanged:
$\frac{d \mathrm{p}}{d s}=-\frac{r}{2} \frac{\partial H_{\mathrm{cl}}}{\partial \mathrm{q}}=-\frac{\partial}{\partial \mathrm{q}}\left(\frac{r}{2}\left(H_{\mathrm{cl}}-E\right)\right)=-\frac{\partial}{\partial \mathrm{q}} \mathscr{H}$,
$\frac{d \mathbf{q}}{d s}=\frac{r}{2} \frac{\partial H_{\mathrm{cl}}}{\partial \mathrm{p}}=\frac{\partial}{\partial \mathrm{p}}\left(\frac{r}{2}\left(H_{\mathrm{cl}}-E\right)\right)=\frac{\partial}{\partial \mathrm{p}} \mathscr{H}$.
Thus this pseudo-Hamiltonian $\mathscr{H}$, determining the movement in the coordinate system ( $\mathbf{q}, \mathbf{p}, \mathbf{s}$ ), is

$$
\begin{align*}
\mathscr{H}= & \frac{r}{2}\left(H_{c l}-E\right) \\
= & \frac{p_{\xi}^{2} \xi}{2 M}+\frac{p_{\eta}^{2} \eta}{2 M}+\frac{p_{\phi}^{2}}{8 M}\left(\frac{1}{\xi}+\frac{1}{\eta}\right) \\
& -\frac{\alpha}{2}-\frac{E}{4}(\xi+\eta) \simeq 0 . \tag{7}
\end{align*}
$$

The canonical variables $\mathbf{p}$ and $\mathbf{q}$, occurring in (7), satisfy the Hamilton equations. The "time" transformation eliminates the denominator term $(\xi+\eta)$ of (5), in introducing a new classical pseudopotential $-(E / 4)(\xi+\eta)$, and in making $\alpha / 2$ act as a pseudoenergy.

## B. Separation of the movements

The angular variable $\phi$ is cyclic, thus $d p_{\phi} / d s=0$, and $p_{\phi}=p_{0 \phi}$ is a constant of movement.

The equation $p_{\phi}=l_{z}=x p_{y}-y p_{x}$, allows the constant $p_{0 \phi}$ to be calculated in the quantum case ${ }^{4}$ :

Spectrum $\left\{p_{\phi}\right\}=\operatorname{Spectrum}\left\{l_{z}\right\}=m \hbar$, where $m=0, \pm 1, \pm 2, \pm 3, \ldots$.

Then the pseudo-Hamiltonian is the sum of two pseudoHamiltonians $\mathscr{H}_{5}$ and $\mathscr{H}_{\eta}$ :

$$
\begin{equation*}
\mathscr{H}=\mathscr{H}_{\xi}+\mathscr{H}_{\eta}-\alpha / 2 \approx 0 \tag{8}
\end{equation*}
$$

with

$$
\begin{equation*}
\mathscr{H}_{x}=\frac{p_{x}^{2} x}{2 M}+\frac{\hbar^{2} m^{2}}{8 M x}-\frac{E}{4} x, \quad x=(\xi, \eta) \tag{9}
\end{equation*}
$$

These equations separate the movements along the positive directions $\xi$ and $\eta$.

The quantum eigenvalue $\hbar m$ can replace the generalized momentum $p_{\phi}$; we let $\hbar \rightarrow 0$ and $m \rightarrow \infty$ as $\hbar m=$ const.

The pseudo-Hamiltonian (9) describes the movement of a particle having a variable mass $M / x$, in two pseudopotentials: the Coulombian potential $\hbar^{2} m^{2} / 8 M x$ ( $\hbar \rightarrow 0$, with $\hbar m=$ const , and the potential $-E x / 4$ of an electric field with the intensity $E / 4$. It will be shown that every pseudoHamiltonian $\mathscr{H}_{x}$ is a constant of the movement. The evolution of $\mathscr{H}_{x}$ is indeed described by $(x=\xi, \eta)$,

$$
\frac{d \mathscr{H}_{x}}{d s}=\left\{\mathscr{H}_{x}, \mathscr{H}\right\}_{\xi, \eta, p_{\xi}, p_{\eta}}=0
$$

the Poisson brackets being understood in the weak sense of

Dirac. Then, $\mathscr{H}_{\xi} \simeq \beta_{1}, \mathscr{H}_{\eta} \simeq \beta_{2}$, and, taking (8) into account,

$$
\begin{equation*}
\beta_{1}+\beta_{2}=\alpha / 2 \tag{10}
\end{equation*}
$$

Because the pseudo-Hamiltonians $\mathscr{H}_{\xi}$ and $\mathscr{H}_{\eta}$ contain some Coulombian terms, both constants $\beta_{1}$ and $\beta_{2}$ cannot be calculated now. It is clear that the pseudo-Hamiltonians $\mathscr{H}_{\xi}$ and $\mathscr{H}_{\eta}$ govern the movements along the axes $\xi$ and $\eta$, respectively:
$\frac{d x}{d s}=\frac{\partial \mathscr{H}}{\partial p_{x}}=\frac{\partial\left(\mathscr{H}_{\xi}+\mathscr{H}_{\eta}-\alpha / 2\right)}{\partial p_{x}}=\frac{\partial \mathscr{H}_{x}}{\partial p_{x}}$,

$$
\begin{array}{r}
\frac{\partial p_{x}}{d s}=-\frac{\partial \mathscr{H}}{\partial x}=-\frac{\partial\left(\mathscr{H}_{\xi}+\mathscr{H}_{\eta}-\alpha / 2\right)}{\partial x}=-\frac{\partial \mathscr{H}_{x}}{\partial x}, \\
x=(\xi, \eta) \text { and } p_{x}=\left(p_{\xi}, p_{\eta}\right) .
\end{array}
$$

## C. Second time transformation $(\mathbf{q}, \mathbf{p}, \mathbf{s}) \rightarrow(\mathbf{q}, \mathbf{p}, \boldsymbol{\theta})$

The time transformation

$$
\begin{equation*}
\frac{d s}{d \theta}=\frac{1}{x(\theta)} \tag{11}
\end{equation*}
$$

i.e.,

$$
\frac{d s}{d \theta_{1}}=\frac{1}{\xi\left(\theta_{1}\right)} \quad \text { and } \quad \frac{d s}{d \theta_{2}}=\frac{1}{\eta\left(\theta_{2}\right)}
$$

aims at making constant the variable mass $M / x$ in the kinetic terms of Eq. (9). This time transformation amounts to introducing, according to the procedure described in Sec. II A, two new pseudo-Hamiltonians, $\mathscr{H}_{1}^{\prime}\left(\xi, p_{\xi}, \theta_{1}\right)$ and $\mathscr{H}_{2}^{\prime}\left(\eta, p_{\eta}, \theta_{2}\right)$, nil in the weak sense of Dirac:

$$
\begin{align*}
& \mathscr{H}_{1}^{\prime}=(1 / \xi)\left(\mathscr{H}_{\xi}-\beta_{1}\right)=\mathscr{H}_{1}-E / 4 \approx 0  \tag{12a}\\
& \mathscr{H}_{2}^{\prime}=(1 / \eta)\left(\mathscr{H}_{\eta}-\beta_{2}\right)=\mathscr{H}_{2}-E / 4 \approx 0 \tag{12b}
\end{align*}
$$

where

$$
\begin{align*}
& \mathscr{H}_{i}=\frac{p_{x}^{2}}{2 M}+\frac{\hbar^{2} m^{2}}{8 M x^{2}}-\frac{\beta_{i}}{x} \approx \frac{E}{4} \\
& \hbar \rightarrow 0, \quad m \rightarrow \infty, \quad \hbar m=\mathrm{const}  \tag{13}\\
& x=(\xi, \eta), \quad p_{x}=\left(p_{\xi}, p_{\eta}\right), \quad i=(1,2) .
\end{align*}
$$

The $\mathscr{H}_{i}$ being the new Hamiltonians governing the movements, the Hamilton equations

$$
\begin{aligned}
\frac{d \xi}{d \theta}=\frac{1}{\xi} \frac{\partial \mathscr{H}_{\xi}}{\partial p_{\xi}} & =\frac{\partial}{\partial p_{\xi}}\left(\frac{1}{\xi}\left(\mathscr{H}_{\xi}-\beta_{1}\right)\right) \\
& =\frac{\partial}{\partial p_{\xi}}\left(\mathscr{H}_{1}-\frac{E}{4}\right)=\frac{\partial \mathscr{H}_{1}}{\partial p_{\xi}} \\
\frac{\partial p_{\xi}}{\partial \theta}=-\frac{1}{\xi} \frac{\partial \mathscr{H}_{\xi}}{\partial \xi} & =-\frac{\partial}{\partial \xi}\left(\frac{1}{\xi}\left(\mathscr{H}_{\xi}-\beta_{1}\right)\right) \\
& =-\frac{\partial}{\partial \xi}\left(\mathscr{H}_{1}-\frac{E}{4}\right)=-\frac{\partial \mathscr{H}_{1}}{\partial \xi}
\end{aligned}
$$

govern the movement along the positive axis $\xi$, in the coordinate system ( $\xi, p_{\xi}, \theta_{1}$ ). Similar equations are obtained for the movement along the axis $\eta$, in the coordinate system ( $\eta, p_{\eta}, \theta_{2}$ ), by changing $\left(\xi, p_{\xi}, \theta_{1}, \mathscr{H}_{\xi}, \mathscr{H}_{1}, \beta_{1}\right)$ into $\left(\eta, p_{\eta}, \theta_{2}, \mathscr{H}_{\eta}, \mathscr{H}_{2}, \beta_{2}\right)$.

Thus the transformation (11) makes the masses constant in the kinetic terms of (13), but it results in the occur-
rence of two new Coulombian potentials $\beta_{i} / x, i=(1,2)$, $x=(\xi, \eta)$, in Eq. (13). The potential $\hbar^{2} m^{2} / 8 M x$, which is Coulombian in (9), becomes centrifugal in (13). The occurrence of Coulombian terms in (13) makes it impossible to use this equation in order to determine the constants $\beta_{i}$ ( $i=1,2$ ).

## D. Third transformation

The transformation $\left(\xi, p_{\xi}\right) \rightarrow\left(u, p_{u}\right)$, defined by

$$
\begin{equation*}
\xi=u^{2} \quad \text { and } \quad p_{\xi}=p_{u} / 2 u \tag{14}
\end{equation*}
$$

changes the Hamiltonian $\mathscr{H}_{1}$ (13) into

$$
\begin{align*}
\widetilde{\mathscr{H}}_{1}= & \frac{p_{u}^{2}}{8 M u^{2}}+\frac{\hbar^{2} m^{2}}{8 M u^{4}}-\frac{\beta_{1}}{u^{2}} \approx \frac{E}{4} \\
& \left(\lim _{\substack{\hbar \rightarrow 0 \\
m \rightarrow \infty}} \kappa m=\mathrm{const}\right) \tag{15}
\end{align*}
$$

The movement equations of Eq. (15) are, in the coordinate system ( $u, p_{u}, \theta_{1}$ ),

$$
\frac{d u}{d \theta_{1}}=\frac{\partial \widetilde{\mathscr{H}}_{1}}{\partial p_{u}} \quad \text { and } \quad \frac{d p_{u}}{d \theta_{1}}=-\frac{\partial \widetilde{\mathscr{H}}_{1}}{\partial u}
$$

In Eq. (15), the kinetic term has still a variable mass $4 M u^{2}$. It can be made constant following the usual procedure, by introducing a new time transformation ( $\theta_{1} \rightarrow r$ ), which is defined by

$$
\begin{equation*}
\frac{d \theta_{1}}{d \tau}=4 u^{2}(\tau) \tag{16}
\end{equation*}
$$

It provides a nil pseudo-Hamiltonian

$$
K_{1}^{\prime}=4_{u}^{2}\left(\tilde{\mathscr{H}}_{1}-E / 4\right)=K_{1}-4 \beta_{1} \approx 0
$$

or the pseudo-Hamiltonian

$$
\begin{equation*}
K_{1}=p_{u}^{2} / 2 M+\hbar^{2} m^{2} / 2 M u^{2}-E u^{2} \approx 4 \beta_{1} \tag{17}
\end{equation*}
$$

(with the usual limit rules for $\hbar^{2} m^{2}$ ), which governs the movement along the positive axis $u$ in the system ( $u, p_{u}, \tau$ ):

$$
\frac{d u}{d \tau}=\frac{\partial K_{1}}{\partial p_{u}} \quad \text { and } \quad \frac{d p_{u}}{d \tau}=-\frac{\partial K_{1}}{\partial u}
$$

By doing the same space-time transformation in the case of the movement along the axis $\eta$,

$$
\eta=v^{2}, \quad p_{\eta}=\frac{p_{v}}{2 v}, \quad \frac{d \theta_{2}}{d \tau^{\prime}}=4 v^{2}\left(\tau^{\prime}\right)
$$

the Hamiltonian $\widetilde{\mathscr{H}}_{2}$ and the pseudo-Hamiltonian $K_{2}$ are obtained:

$$
\begin{align*}
& \widetilde{\mathscr{H}}_{2}=\frac{p_{v}^{2}}{8 M v^{2}}+\frac{\hbar^{2} m^{2}}{8 M v^{4}}-\frac{\beta_{1}}{v^{2}} \approx \frac{E}{4},  \tag{18}\\
& K_{2}=\frac{p_{v}^{2}}{2 M}+\frac{\hbar^{2} m^{2}}{2 M v^{2}}-E v^{2} \approx 4 \beta_{2}, \tag{19}
\end{align*}
$$

$\hbar^{2} m^{2}$ being the constraint to the usual limit rules.
The pseudo-Hamiltonians $K_{1}$ and $K_{2}$ describe the twodimensional isotropic harmonic oscillator ( $E<0$ ), by setting

$$
\begin{aligned}
& p_{\phi}=p_{\psi}=\hbar m \quad \text { in Eq. (17) } \\
& p_{\phi}=p_{\psi}=\hbar m \quad \text { in Eq. (19) }
\end{aligned}
$$

with $\lim _{\hbar \rightarrow 0} \hbar m=$ const.
Then

$$
\begin{align*}
H_{\mathrm{osc}} & =\frac{p_{u}^{2}}{2 M}+\frac{p_{\psi}^{2}}{2 M u^{2}}-E u^{2} \\
& =\frac{p_{X}^{2}+p_{Y}^{2}}{2 M}-E\left(X^{2}+Y^{2}\right) \approx 4 \beta_{1} \tag{20a}
\end{align*}
$$

with

$$
u^{2}=X^{2}+Y^{2}, \quad X=u \cos \psi, \quad Y=u \sin \psi
$$

and

$$
\begin{align*}
H_{\mathrm{osc}}^{\prime} & =\frac{p_{v}^{2}}{2 M}+\frac{p_{\psi^{\prime}}^{2}}{2 M v^{2}}-E v^{2} \\
& =\frac{p_{X^{\prime}}^{2}+p_{Y^{\prime}}^{2}}{2 M}-E\left(X^{\prime 2}+Y^{\prime 2}\right) \approx 4 \beta_{2} \tag{20b}
\end{align*}
$$

with

$$
v^{2}=X^{\prime 2}+Y^{\prime 2}, \quad X^{\prime}=v \cos \psi^{\prime}, \quad Y^{\prime}=v \sin \psi^{\prime}
$$

These equations allow the constants $\beta_{1}$ and $\beta_{2}$ to be calculat$e^{4}$ in the quantum case:

$$
\begin{align*}
& 4 \beta_{1}=\hbar[-2 E / M]^{1 / 2}\left[N_{1}+\frac{1}{2}+N_{2}+\frac{1}{2}\right]  \tag{21a}\\
& \left(N_{1}, N_{2}\right)=0,1,2,3, \ldots, \infty
\end{align*}
$$

with the condition

$$
\text { Spectrum }\left\{p_{\phi}\right\}=\hbar m=\hbar\left(N_{1}-N_{2}\right) ;
$$

and

$$
\begin{align*}
& 4 \beta_{2}=\hbar[-2 E / M]^{1 / 2}\left(N_{3}+\frac{1}{2}+N_{4}+\frac{1}{2}\right), \\
& \left(N_{3}, N_{4}\right)=0,1,2, \ldots, \infty \tag{21b}
\end{align*}
$$

with the condition
Spectrum $\left\{p_{\psi}\right\}=\hbar m=\hbar\left(N_{3}-N_{4}\right)$.
Accounting for Eq. (10), this gives us

$$
\begin{align*}
E_{n}= & -M \alpha^{2} / 2 \hbar^{2} n^{2} \\
& n=n_{1}+n_{2}+|m|+1=1,2,3, \ldots, \infty \\
& \left(n_{1}, n_{2}\right)=0,1,2,3, \ldots, \infty, \quad m=0, \pm 1, \pm 2, \ldots \tag{22}
\end{align*}
$$

which is the well-known H -atom spectrum.

## III. GREEN'S FUNCTION OF THE HYDROGEN ATOM

The Hamiltonian operator corresponding to (5) is written

$$
\hat{H}=-\frac{\hbar^{2}}{2 M} \frac{1}{\sqrt{g}} \partial_{\alpha} \sqrt{g} g^{\alpha \beta} \partial_{\beta}-\frac{\alpha}{r}
$$

and as functions of the moments $\hat{p}_{\alpha}=(\hbar / i) g^{-1 / 4} \partial_{\alpha} g^{+1 / 4}$, conjugate to the $\hat{q}_{\alpha}$,

$$
\widehat{H}=(1 / 2 M) g^{-1 / 4} \hat{p}_{\alpha} \sqrt{g} g^{\alpha \beta} \hat{p}_{\beta} g^{-1 / 4}-\alpha / r
$$

whereby the quadratic differential space element is

$$
d s^{2}=\frac{\xi+\eta}{4}\left[\frac{d \xi^{2}}{\xi}+\frac{d \eta^{2}}{\eta}\right]+\eta \xi d \phi^{2}
$$

As a result of the time transformation (6), a new, nil pseudoHamiltonian, is obtained:

$$
\hat{\mathscr{H}}=(1 / 2 M) \hat{p}_{\alpha} \sqrt{g} g^{\alpha \beta} \hat{p}_{\beta}+\sqrt{g}(-\alpha / r-E)=0 .
$$

By redefining a Hilbert space by the scalar product without measure

$$
\left\langle\psi_{1} \mid \psi_{2}\right\rangle=\int \psi_{1}^{*} \psi_{2} d \xi d \eta d \phi
$$

which amounts to changing $\hat{p}_{\alpha}$ into $-\mathrm{i} \hbar \partial_{\alpha}$ in the aforesaid Hamiltonian, the Weyl transform can be obtained:

$$
\begin{align*}
\hat{\mathscr{H}} \leftrightarrow \mathscr{H}{ }_{w}= & \frac{1}{2 M} p_{\alpha} * \sqrt{g} g^{\alpha \beta} * p_{\beta}+\sqrt{g}\left(-\frac{\alpha}{r}-E\right) \\
= & \frac{1}{2 M}\left\{p_{\xi} * \xi * p_{\xi}+p_{\eta} * \eta * p_{\eta}+p_{\phi} * \frac{\xi+\eta}{4 \xi \eta} * p_{\phi}\right\} \\
& -\frac{\alpha}{2}-\frac{E}{4}(\xi+\eta) \\
= & \frac{1}{2 M}\left\{p_{\xi}^{2} \xi+p_{\eta}^{2} \eta\right\}+\frac{p_{\phi}^{2}}{8 M}\left(\frac{1}{\xi}+\frac{1}{\eta}\right) \\
& -\frac{\alpha}{2}-\frac{E}{4}(\xi+\eta)=0 . \tag{23}
\end{align*}
$$

The Weyl-transformed $\mathscr{H}_{w}$ thus coincides with the classical expression $\mathscr{H}$ [Eq. (7)]. The generalized Green's function is obtained from Eq. (1), in the space-time system ( $p, q, s$ ), by setting

$$
\begin{align*}
G(E) & =\frac{i}{h} \int_{0}^{\infty} d t e^{+i E t / h} \mathscr{E}\left(-\frac{i}{\hbar} H_{w} t\right) \\
& =-\frac{i}{\hbar} \int_{0}^{\infty} d s \mathscr{E}\left(-\frac{i}{\hbar} \mathscr{H} \cdot s\right) \tag{24}
\end{align*}
$$

## A. Decomposition Into partial generalized Green's functions and separation of the movements

The variable $\phi$ being cyclic, its conjugated momentum $p_{\phi}$ is constant:

$$
i \hbar \frac{d p_{\phi}}{d s}=-\left[\mathscr{H} * p_{\phi}-p_{\phi} * \mathscr{H}\right]=0
$$

As a result, $p_{\phi}$ can only have discrete values.
By using Eqs. (1) and (2b) in order to separate the angular movement from other movements by means of integration over $p_{\phi}$, the expression (24) becomes

$$
\begin{align*}
G\left(\phi_{f}, \phi_{i} ; E\right)= & \frac{-i}{\hbar} \int_{-\infty}^{+\infty} \frac{d p_{\phi}}{2 \pi \hbar} e^{(i / \hbar) p_{\phi}\left(\phi_{f}-\phi_{i}\right)} \\
& \times\left.\int_{0}^{\infty} d s \mathscr{C}\left(-\frac{i}{\hbar} \mathscr{H} \cdot s\right)\right|_{\phi=\left(\phi_{f}+\phi_{i}\right) / 2} \\
= & \frac{-i}{2 \pi \hbar} \sum_{m=-\infty}^{+\infty} e^{i m\left(\phi_{f}-\phi_{i}\right)} \\
& \times \int_{0}^{\infty} d s \mathscr{C}\left(-\frac{i}{\hbar} \mathscr{H}^{m} \cdot s\right) \tag{25}
\end{align*}
$$

where $\mathscr{H}^{m}$ is expression (8) without the conditions $\hbar \rightarrow 0$ and $m \rightarrow \infty$. The purely quantum potential ( $\hbar^{2} m^{2} / 8 M$ ) $\times(1 / \xi+1 / \eta)$ is thus introduced, and the independence of $\mathscr{E}$ from $\phi$ is taken into account.

As $\mathscr{H}_{\xi} * \mathscr{H}_{\eta}=\mathscr{H}_{\eta} * \mathscr{H}_{\xi}=\mathscr{H}_{\xi} \mathscr{H}_{\eta}$, with $\hbar \neq 0$ and $m$ an integer, then
$\mathscr{E}\left(\frac{-i}{\hbar} \mathscr{H}^{\rho^{m}} \cdot s\right)=e^{i \alpha s / 2 \hbar} \mathscr{E}\left(-\frac{i}{\hbar} \mathscr{H}_{\xi} \cdot s\right) \mathscr{E}\left(-\frac{i}{\hbar} \mathscr{H}_{\eta} \cdot s\right)$.
Each evolution function $\mathscr{E}\left(-i / \hbar \mathscr{H}_{x} \cdot s\right)$ is also the Fourier transform of a pseudo-Green's function:

$$
\mathscr{E}\left(-\frac{i}{\hbar} \mathscr{H}_{x} s\right)=\frac{i}{2 \pi} \int_{-\infty}^{+\infty} d \beta_{i} e^{-i \beta_{s} / \hbar} g_{E}^{m}\left(\beta_{i}\right)
$$

This allows (25) to be written as follows:

$$
\begin{aligned}
G\left(\phi_{f}, \phi_{i} ; E\right)= & \frac{i}{(2 \pi)^{3} \hbar} \sum_{m=-\infty}^{+\infty} e^{i m\left(\phi_{f}-\phi_{i}\right)} \int_{0}^{\infty} d s e^{i \alpha s / 2 \hbar} \\
& \times\left\{\left[\int_{-\infty}^{+\infty} d \beta_{1} e^{-(i / n) \beta_{1} s} g_{E}^{m}\left(\beta_{1}\right)\right]\right. \\
& \left.\times\left[\int_{-\infty}^{+\infty} d \beta_{2} e^{-(i / \hbar) \beta_{2} s} g_{E}^{m}\left(\beta_{2}\right)\right]\right\}
\end{aligned}
$$

The integration with respect to $s$ leads one to write

$$
\begin{aligned}
G\left(\phi_{f}, \phi_{i} ; E\right)= & \frac{-1}{(2 \pi)^{3}} \sum_{m=-\infty}^{+\infty} e^{i m\left(\phi_{f}-\phi_{i}\right)} \\
& \times \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} d \beta_{1} d \beta_{2} \frac{g_{E}^{m}\left(\beta_{1}\right) g_{E}^{m}\left(\beta_{2}\right)}{\alpha / 2-\beta_{1}-\beta_{2}+i 0}
\end{aligned}
$$

and, taking into account the analyticity of the $g_{E}^{m}$ 's,

$$
\begin{align*}
G\left(\phi_{f}, \phi_{i} ; E\right)= & \frac{1}{(2 \pi)^{2}} \sum_{m=-\infty}^{+\infty} e^{i m\left(\phi_{f}-\phi_{j}\right)} \\
& \times \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} d \beta_{1} d \beta_{2} \delta\left(\frac{\alpha}{2}-\beta_{1}-\beta_{2}\right) \\
& \times g_{E}^{m}\left(\beta_{1}\right) g_{E}^{m}\left(\beta_{2}\right) \tag{26}
\end{align*}
$$

We thus succeeded in expressing the function $G\left(\phi_{f}, \phi_{i} ; E\right)$ as a function of two monodimensional pseudo-Green's functions $g_{E}^{m}$, depending on the variables $\xi$ and $\eta$, respectively.

## B. Green's function of the hydrogen atom

In the space-time systems $\left(\xi, p_{\xi} ; \theta_{1}\right)$ and ( $\eta, p_{\eta} ; \theta_{2}$ ) resulting from the transformation (11), an evolution function $\mathscr{E}$ can be associated with each $g_{E}^{m}\left(\beta_{i}\right)$ :

$$
\begin{equation*}
g_{E}^{m}\left(\beta_{i}\right)=\frac{-i}{\hbar} \int_{0}^{\infty} d \theta_{i} \mathscr{E}\left(-i \mathscr{H}_{i v}^{\prime} \theta_{i}\right), \quad i=(1,2) \tag{27}
\end{equation*}
$$

where $\mathscr{H}_{i \omega}^{\prime}$ is the Weyl transform of the operator $\hat{\mathscr{H}}_{i}^{\prime}$,

$$
\begin{aligned}
\hat{\mathscr{H}}_{i}^{\prime} \leftrightarrow \mathscr{H}_{i w}^{\prime} & =\frac{1}{\sqrt{x}} * \frac{p_{x}^{2} x}{2 M} * \frac{1}{\sqrt{x}}+\frac{\hbar^{2} m^{2}}{8 M x^{2}}-\frac{\beta_{i}}{x}-\frac{E}{4} \\
& =\frac{p_{x}^{2}}{2 M}+\frac{\hbar^{2}}{8 M x^{2}}\left(m^{2}-1\right)-\frac{\beta_{i}}{x}-\frac{E}{4} \\
& =\mathscr{H}_{i w}-E / 4=0, \quad x=(\xi, \eta), \quad p_{x}=\left(p_{\xi} p_{\eta}\right)
\end{aligned}
$$

Furthermore

$$
\mathscr{H}_{i w}=\frac{p_{x}^{2}}{2 M}+\frac{\hbar^{2}\left(m^{2}-1\right)}{8 M x^{2}}-\frac{\beta_{i}}{x}, \quad i=(1,2)
$$

differs from the classical expression (13), only by the pure quantum correction - $\hbar^{2} / 8 M x^{2}$, which is independent from the potential and only depends upon the transformation (11); but $\mathscr{H}_{i w}$ coincides with (13) at the limit $\hbar \rightarrow 0, m \rightarrow \infty$, while $\hbar m=$ const.

Let

$$
\begin{align*}
g_{E}^{m}\left(\beta_{i}\right) & =-\frac{i}{\hbar} \int_{0}^{\infty} d \theta_{i} e^{i E \theta_{i} / 4 \hbar} \mathscr{E}\left(-\frac{i}{\hbar} \mathscr{H}_{i w} \theta_{i}\right) \\
& =-\frac{i}{\hbar} \int_{0}^{\infty} d \theta_{i} e^{i E \theta_{i} / 4 \hbar} \mathscr{E}\left(-\frac{i}{\hbar} \widetilde{\mathscr{H}}_{i w} \theta_{i}\right), \tag{28}
\end{align*}
$$

where $\tilde{\mathscr{H}}_{i w}$ is the Weyl transform of the operator $\hat{\mathscr{H}}_{i}$ which is obtained by the punctual transformations (14), $\left(\xi, p_{\xi} ; \theta_{1}\right) \rightarrow\left(u, p_{u} ; \theta_{1}\right)$, and $\left(\eta, p_{\eta} ; \theta_{2}\right) \rightarrow\left(v, p_{v} ; \theta_{2}\right)$.

For example, for $\mathscr{\mathscr { H }}_{1 \omega}$ we get

$$
\begin{aligned}
\hat{\tilde{\mathscr{H}}}_{1} \leftrightarrow \widetilde{\mathscr{H}}_{1 w} & =\frac{1}{8 M}\left(\frac{p_{u}}{u}\right) *\left(\frac{p_{u}}{u}\right)+\frac{\hbar^{2}\left(m^{2}-1\right)}{8 M u^{4}}-\frac{\beta_{1}}{u^{2}} \\
& =\frac{p_{u}^{2}}{8 M u^{2}}+\frac{\hbar^{2}}{8 M u^{4}}\left(m^{2}-\frac{3}{4}\right)-\frac{\beta_{1}}{u^{2}}=\frac{E}{4},
\end{aligned}
$$

which is different from the classical expression (15) only by the quantum correction $-3 \hbar^{2} / 32 M u^{4}$, but coincides with (15) at the limit $\hbar \rightarrow 0, m \rightarrow \infty, \hbar m=$ const.

The time transformation $\left(u, p_{u} ; \theta_{1}\right) \rightarrow\left(u, p_{u}, \tau\right)$ has no influence upon (28),

$$
g_{E}^{m}\left(\beta_{1}\right)=-\frac{i}{\hbar} \int_{0}^{\infty} d \tau e^{i(4 / \hbar) \beta_{1} \tau \mathscr{E}}\left(-\frac{i}{\hbar} K_{1 w} \tau\right)
$$

where

$$
\begin{aligned}
K_{1 w} & =\frac{1}{2 M} u * \frac{p_{u}^{2}}{u^{2}} * u+\frac{\hbar^{2}}{2 M u^{2}}\left(m^{2}-\frac{3}{4}\right)-E u^{2} \\
& =\frac{p_{u}^{2}}{2 M}+\frac{\hbar^{2}}{2 M u^{2}}\left(m^{2}-\frac{1}{4}\right)-E u^{2}=4 \beta_{1}
\end{aligned}
$$

and is again different from (15) by a quantum correction $-\hbar^{2} / 8 M u^{2}$, but coincides with (15) when $\hbar \rightarrow 0, m \rightarrow \infty$, $\hbar m=$ const.

Finally, Eq. (26) becomes

$$
\begin{align*}
G\left(\phi_{f}, \phi_{i} ; E\right)= & \frac{-i}{(2 \pi)^{2} \hbar^{2}} \sum_{m=-\infty}^{+\infty} e^{i m\left(\phi_{f}-\phi_{i}\right)} \\
& \times \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} d \beta_{1} d \beta_{2}\left\{\delta\left(\frac{\alpha}{2}-\beta_{1}-\beta_{2}\right)\right. \\
& \times \int_{0}^{\infty} d \tau e^{(4 i / \hbar) \beta_{1} \tau \mathscr{C}}\left(-\frac{i}{\hbar} K_{1 w} \tau\right) \\
& \left.\times \int_{0}^{\infty} d \tau^{\prime} e^{(4 i / \hbar) \beta_{2} r^{\prime}} \mathscr{E}\left(-\frac{i}{\hbar} K_{2 w} \tau^{\prime}\right)\right\} \tag{29}
\end{align*}
$$

By integrating with respect to $\beta_{1}, \beta_{2}$, and $\tau^{\prime}$,

$$
\begin{align*}
G\left(\phi_{f}, \phi_{i} ; E\right)= & \frac{-i}{8 \pi \hbar} \sum_{m=-\infty}^{+\infty} e^{i m\left(\phi_{f}-\phi_{i}\right)} \int_{0}^{\infty} d \tau e^{2 i \alpha \tau / \hbar} \\
& \times \mathscr{B}\left(-\frac{i}{\hbar} K_{1 w} \tau\right) \mathscr{E}\left(-\frac{i}{\hbar} K_{2 w} \tau\right) \tag{30}
\end{align*}
$$

Now passing into the configuration space by integrating with respect to $p_{u}$ and $p_{v}$ [ $u$ and $v$ vary from $-\infty$ to $+\infty$, whereby the movement is limited by an infinite barrier when $(u, v)<0]$,

$$
\begin{align*}
G\left(u_{f}, v_{f}, \phi_{f}, u_{i}, v_{i}, \phi_{i} ; E\right)= & -\frac{i}{8 \pi \hbar^{2}} \sum_{m=-\infty}^{+\infty} e^{i m\left(\phi_{f}-\phi_{i}\right.} \int_{0}^{\infty} d \tau e^{2 i \alpha \tau / \hbar}\left\{\frac{1}{2 \pi \hbar} \int_{-\infty}^{+\infty} d p_{u} e^{(i / \hbar) p_{u}\left(u_{f}-u_{i}\right)}\right. \\
& \left.\times\left.\left.\mathscr{E}\left(-\frac{i}{\hbar} K_{1 w} \tau\right)\right|_{u=\left(u_{f}+u_{i}\right) / 2} \frac{1}{2 \pi \hbar} \int_{-\infty}^{+\infty} d p_{v} e^{\left(i p_{v} / \hbar\right)\left(v_{f}-v_{i}\right)} \mathscr{C}\left(-\frac{i}{\hbar} K_{2 w} \tau\right)\right|_{v=\left(v_{f}+v_{i}\right) / 2}\right\} \tag{31}
\end{align*}
$$

Following (2b)

$$
\left.\frac{1}{2 \pi \hbar} \int_{-\infty}^{+\infty} d p_{u} e^{\left(i p_{u} / \hbar\right)\left(u_{f}-u_{i}\right)} \mathscr{E}\left(-\frac{i}{\hbar} K_{1 w} \tau\right)\right|_{u=\left(u_{f}+u_{i}\right) / 2}=P\left(u_{f}, u_{i} ; \tau\right)
$$

where $P\left(u_{f}, u_{i} ; \tau\right)$ is the propagator, which is written in the Feynman path integral formalism ${ }^{8}$ as follows:

$$
\begin{aligned}
P\left(u_{f}, u_{i} ; \tau\right) & =\int \mathscr{D} u(\sigma) \mathscr{D} p_{u}(\sigma) \exp \left(\frac{i}{\hbar} \int_{0}^{\tau} d \sigma\left(p_{u} \dot{u}-K_{1 w}\right)\right) \\
& =\int \mathscr{D} u(\sigma) \mathscr{D} p_{u}(\sigma) \exp \left[\frac{i}{\hbar} \int_{0}^{\tau} d \sigma\left(p_{u} \dot{u}-\frac{p_{u}^{2}}{2 M}-\frac{\hbar^{2}}{2 M u^{2}}\left(m^{2}-\frac{1}{4}\right)+E u^{2}\right)\right] .
\end{aligned}
$$

Introducing an auxiliary Hamiltonian ${ }^{9}\left(p_{\psi}^{2}-\hbar^{2} / 4\right) / 2 M u^{2}$, where $\psi$ is an auxiliary angular variable ( $0 \leqslant \psi \leqslant 2 \pi$ ), allows the projection method ${ }^{10}$ to be used:

$$
P\left(u_{f}, u_{i} ; \tau\right)=\left(u_{f} u_{i}\right)^{1 / 2} \int_{0}^{2 \pi} d \psi_{f} e^{i m \psi} \bar{P}\left(u_{f}, \psi_{f}, u_{i}, 0 ; \tau\right)
$$

where

$$
\begin{aligned}
\bar{P}\left(u_{f}, \psi_{f}, u_{i}, 0 ; \tau\right) & =\frac{1}{\left(u_{f} u_{i}\right)^{1 / 2}} \int \mathscr{D}(u, \psi) \mathscr{D}\left(p_{u}, p_{\psi}\right) \exp \left(\frac{i}{\hbar} \int_{0}^{\tau} d \sigma\left(p_{u} \dot{u}+p_{\psi} \dot{\psi}-H_{\mathrm{osc}}\right)\right) \\
& =\int \mathscr{D} X \mathscr{D} Y \mathscr{D} p_{X} \mathscr{D} p_{Y} \exp \left(\frac{i}{\hbar} \int_{0}^{\tau} d \sigma\left(p_{X} \dot{X}+p_{Y} \dot{Y}-H_{\text {osc }}\right)\right),
\end{aligned}
$$

$H_{\text {osc }}$ being the classical "Hamiltonian" [Eq. (20a) ]. Naturally $\bar{P}$ can be related to the evolution function of the bidimensional harmonic oscillator
$\bar{P}\left(u_{f}, \phi_{f}, u_{i}, 0 ; \tau\right)=\left.\frac{1}{(2 \pi \hbar)^{2}} \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} d p_{X} d p_{Y} e^{(i / \hbar)\left[p_{X}\left(X_{f}-X_{i}\right)+p_{Y}\left(Y_{f}-Y_{i}\right]\right.} \mathscr{E}\left(-\frac{i}{\hbar} H_{\mathrm{osc}} \tau\right)\right|_{X=\left(X_{f}+X_{i}\right) / 2, Y=\left(Y_{f}+Y_{i}\right) / 2}$
with $^{4}$
$\mathscr{E}\left(-\frac{i}{\hbar} H_{\text {osc }} \tau\right)=\frac{1}{\cos ^{2}(\omega \tau / 2)} \exp \left\{-\frac{2 i}{\hbar \omega} H_{\text {osc }} \tan \frac{\omega \tau}{2}\right\}$, and $E=-\frac{1}{2} M \omega^{2} \leqslant 0$.

Integrating with respect to $p_{X}$ and $p_{Y}$, developing $\bar{P}$ into partial propagators, and integrating with respect to $\psi_{f}$ lead us to write

$$
\begin{aligned}
P\left(u_{f} ; u_{i} ; \tau\right)= & \frac{-i}{\hbar} M \omega \frac{\left(u_{f} u_{i}\right)^{1 / 2}}{\sin (\omega \tau)} \\
& \times \exp \left\{\frac{i}{2 \hbar} M \omega\left(u_{f}^{2}+u_{i}^{2}\right) \cot (\omega \tau)\right\} \\
& \times I_{m}\left(\frac{i M \omega u_{f} u_{i}}{\hbar \sin (\omega \tau)}\right),
\end{aligned}
$$

where $I_{m}$ is the modified Bessel function. ${ }^{11}$
By reintroducing the initial variables $\xi=u^{2}, \eta=v^{2}$, the H -atom Green's function finally becomes

$$
\begin{aligned}
G\left(\mathbf{r}_{f}, \mathbf{r}_{i} ; E\right)= & \frac{i M^{2} \omega^{2}}{8 \pi \hbar^{3}}\left(\xi_{f} \xi_{i} \eta_{f} \eta_{i}\right)^{1 / 4} \sum_{m=-\infty}^{+\infty} e^{i m\left(\phi_{f}-\phi_{i}\right)} \\
& \times \int_{0}^{\infty} \frac{d \tau e^{2 i \alpha \tau / \hbar}}{\sin ^{2}(\omega \tau)} I_{m}\left(\frac{-i M \omega\left(\xi_{f} \xi_{i}\right)^{1 / 2}}{\hbar \sin (\omega \tau)}\right) \\
& \times I_{m}\left(\frac{-i M \omega\left(\eta_{f} \eta_{i}\right)^{1 / 2}}{\hbar \sin (\omega \tau)}\right) \\
& \times \exp \left\{\frac{i M \omega}{2 \hbar}\left(\xi_{f}+\xi_{i}+\eta_{f}+\eta_{i}\right) \cot (\omega \tau)\right\}
\end{aligned}
$$

It coincides, save for the factor $4\left(\xi_{f} \xi_{i} \eta_{f} \eta_{i}\right)^{1 / 4}$, with the result obtained by means of the functional formalism. ${ }^{6}$ This factor is due to the time transformations $\theta_{1} \rightarrow \tau, \theta_{2} \rightarrow \tau^{\prime}$ [Eq. (16)], and was ignored in Eq. (29).

The identity ${ }^{12}$

$$
\sum_{m=-\infty}^{+\infty} e^{i m \phi} I_{m}(z) I_{m}\left(z^{\prime}\right)=I_{0}\left[\left(z^{2}+z^{\prime 2}-2 z z^{\prime} \cos \phi\right)^{1 / 2}\right]
$$

allows the Green's function [Eq. (32)] to be written in a compact form, ${ }^{5,7}$ after changing $\omega \rightarrow i \omega$.

## IV. CONCLUSION

We obtained the H -atom spectrum by classical transformations of the Hamiltonian, which lead to the classical Hamiltonians of two bidimensional harmonic oscillators, with well known spectra and evolution functions, in the phase space [the Kepler problem with $\mathrm{SU}(2) \otimes \mathrm{SU}(2)$ symmetry].

It seems difficult to obtain the Green's function in the phase space only as a function of physical coordinates, like the parabolic coordinates, if one avoids the KustaanheimoStiefel transformation.

Thus, before doing the Weyl transformation, we have written in the Hilbert space the Hamiltonian operators obtained from different time-space transformations of the Schrödinger equation.

The Weyl transformations of these Hamiltonians enable us to obtain the evolution functions.

The Green's function was obtained by a Fourier expansion [Eq. (26)]:

$$
\begin{aligned}
G\left(\phi_{f}, \phi_{i} ; E\right)= & \frac{i}{(2 \pi)^{2}} \sum_{m} e^{i m\left(\phi_{f}-\phi_{i}\right)} \\
& \times \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} d \beta_{1} d \beta_{2} \delta\left(\frac{\alpha}{2}-\beta_{1}-\beta_{2}\right) \\
& \times g_{E}^{m}\left(\beta_{1}\right) g_{E}^{m}\left(\beta_{2}\right),
\end{aligned}
$$

where the Dirac distribution takes Eq. (10) into account, and $g_{E}^{m}\left(\beta_{1}\right)$ and $g_{E}^{m}\left(\beta_{2}\right)$ are the pseudo-Green's functions corresponding to the projected harmonic oscillator Hamiltonians [ (20a) and (20b)]. The intimate relation ${ }^{8}$ between the Weyl formalism and the Feynman path integral formalism, particularly with respect to the Coulombian problem, should be noted. ${ }^{5,9}$ It would be interesting to get the spectrum of the H atom in the case of spherical coordinates.
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#### Abstract

A family of the Morse oscillators with certain quantized coupling constants are described as composite objects in the framework of the $\operatorname{SO}(4,2)$ dynamical group scheme. Although a single Morse oscillator can be solved by the subgroup $\operatorname{SO}(2,1)$ of $\mathrm{SO}(4,2)$, this $\mathrm{SO}(2,1)$ is not the spectrum generating group, the set of all energy levels is given by the representation of another particular one-parameter subgroup of $\mathrm{SO}(4,2)$, which is the dynamical group of a single Morse oscillator. The continuous spectra of this oscillator and other variations of the Morse potential are also discussed by making an analytic continuation from the Morse potential well to the Morse barrier.


## I. INTRODUCTION

Recently, some interest has been revived in the Morse potential problem from both the physical application and the calculational technique points of view. ${ }^{1-6}$ In particular, the $S O(2,1)$ algebraic approach has been successfully applied to the study of the Morse oscillator model for molecular and nuclear anharmonic vibrations. ${ }^{1-3}$ Although the algebraic method has proved powerful for many quantum problems, ${ }^{7-9}$ there is no general procedure for constructing a necessary algebra. It is certainly desirable to have a scheme within which a class of problems, if not all, can be treated in a unified manner. A possible candidate for such a general scheme is the one based on the $\operatorname{SO}(4,2)$ dynamical group. ${ }^{7,10}$ In this paper, we reexamine the Morse problem in one dimension in the context of the $\mathrm{SO}(4,2)$ scheme.

The Hamiltonian of the Morse system is given by

$$
\begin{equation*}
H=(1 / 2 m) p^{2}+A e^{-2 a x}-B e^{-a x}, \tag{1.1}
\end{equation*}
$$

where $a$ is a positive constant. For the standard Morse oscillator, ${ }^{11}$ the constants $A$ and $B$ are positive and related by $2 A=B$. In our discussion, we include the nonpositive real values of $A$ and $B$ for generality and for other possible applications. In the coordinate representation, the Schrödinger equation, $H|\Psi\rangle=E|\Psi\rangle$, is written as

$$
\begin{equation*}
\left[\frac{d^{2}}{d \xi^{2}}-\frac{2 m A}{a^{2}} e^{-2 \xi}+\frac{2 m B}{a^{2}} e^{-\xi}+\frac{2 m E}{a^{2}}\right] \Psi(\xi)=0 \tag{1.2}
\end{equation*}
$$

where we have set $\hbar=1$ and $\xi=a x$. Usually, this equation is solved for the energy eigenvalues and the corresponding wave functions.

However, in this paper, we treat the Morse oscillator as a composite system obeying a wave equation based on the dynamical group $\mathrm{SO}(4,2) .^{7}$ A large number of relativistic and nonrelativistic quantum systems belong to this general framework. ${ }^{8}$ In Sec. II, we discuss the $\mathrm{SO}(4,2)$ scheme for the Morse system, and show that the basic equation of the SO $(4,2)$ scheme can be reduced in a particular representation to the Schrödinger equation for a family of Morse sys-
tems (1.2). In Sec. III, we obtain algebraically the discrete and continuous energy spectrum of the Morse oscillator ( $A>0$ ). We also find the energy eigenfunctions from the basic equation in special representations. Sections IV and V cover the Morse barriers with $A<0$ and $A=0$, solutions for which are related to those of the oscillator case $(A>0)$ by tilt transformations. Some basic and necessary information of the dynamical group $\mathrm{SO}(4,2)$ and its most degenerate unitary irreducible representation are put together in the Appendix. Throughout the paper, we denote the special orthogonal group in $N$ dimensions by $\mathrm{SO}(N)$ and its associated algebra by $\operatorname{so}(N)$.

## II. SO(4,2) SCHEME FOR THE MORSE SYSTEM

The Morse oscillator is a composite system that, we assume, obeys the wave equation ${ }^{7}$

$$
\begin{equation*}
W|\Psi\rangle=0 \tag{2.1}
\end{equation*}
$$

with a relativistically covariant wave operator

$$
\begin{equation*}
W=\alpha_{1} P^{\mu} \Gamma_{\mu}+\alpha_{2} P^{2}+\alpha_{3} P^{2} S+\beta S+\gamma \tag{2.2}
\end{equation*}
$$

constructed on the carrier space of $\mathrm{SO}(4,2) \otimes T(3,1)$. In (2.2), $\Gamma_{\mu}(\mu=0,1,2,3)$ and $S$ are 5 of 16 operators in the algebra of $\mathrm{SO}(4,2), P_{\mu}$ are the generators of the space-time translation $T(3,1)$, and $P^{2}=P_{\mu} P^{\mu}=M^{2}$ is the invariant mass squared. We characterize the system by selecting the parameters of (2.2) to be

$$
\begin{align*}
& \alpha_{1}=\left[\left(a^{2} / 2 m\right)+A\right] / M, \quad \alpha_{2}=\alpha_{3}=0 \\
& \beta=\left(a^{2} / 2 m\right)-A, \quad \gamma=-B \tag{2.3.}
\end{align*}
$$

In the rest frame where $P_{\mu}=(M, 0,0,0)$, the wave equation (2.1) takes the form

$$
\begin{equation*}
\left[\left(a^{2} / 2 m+A\right) \Gamma_{0}+\left(a^{2} / 2 m-A\right) S-B\right]|\Psi\rangle=0 \tag{2.4}
\end{equation*}
$$

The physical state in a moving frame can be obtained by boosting the rest frame solution. However, confining our interest in a nonrelativistic Morse system, we consider the choice (2.3) as a characterization of the system in the nonre-
lativistic limit. For a relativistic Morse oscillator, we would have to make a different selection of parameters. In (2.3) the parameter $\alpha_{1}$ depends on the invariant mass of the whole Morse system. A similar situation occurs in other composite systems. ${ }^{8}$

To find the rest frame solution of (2.4) we perform the tilt transformation,

$$
\begin{equation*}
|\Phi\rangle=e^{-i \theta T}|\Psi\rangle \tag{2.5}
\end{equation*}
$$

The tilt angle $\theta$ may be fixed appropriately to specify the group state $|\Phi\rangle$. The tilt operator $T$, and other two operators, $\Gamma_{0}$ and $S$, form the so $(2,1)$ subalgebra of so $(4,2)$,

$$
\begin{equation*}
\left[\Gamma_{0}, S\right]=i T, \quad\left[T, \Gamma_{0}\right]=i S,[S, T]=-i \Gamma_{0} \tag{2.6}
\end{equation*}
$$

The group states $|\Phi\rangle$ are chosen to be the basis states of the most degenerate unitary irreducible representation of $S O(4,2)$. With respect to the subgroup $S O(2,1)$, they are the eigenstates of the Casimir operator $Q^{2}=\Gamma_{0}^{2}-S^{2}-T^{2}$,

$$
\begin{equation*}
Q^{2}|\Phi\rangle=\varphi(\varphi+1)|\Phi\rangle \tag{2.7}
\end{equation*}
$$

and are simultaneously eigenstates of a linear combination of $\Gamma_{0}$ and $S$, which is to be specified by a particular choice of the tilted angle $\theta$,

$$
\begin{equation*}
e^{-i \theta T} W e^{i \theta T}|\Phi\rangle=0 \tag{2.8}
\end{equation*}
$$

or

$$
\begin{align*}
& {\left[\left(\left(a^{2} / 2 m\right) e^{\theta}+A e^{-\theta}\right) \Gamma_{0}\right.} \\
& \left.\quad+\left(\left(a^{2} / 2 m\right) e^{\theta}-A e^{-\theta}\right) S-B\right]|\Phi\rangle=0 . \tag{2.9}
\end{align*}
$$

In the $\xi$-representation given by (A17) and (A18) in the Appendix, we can express (2.9) as

$$
\begin{gather*}
{\left[\frac{d^{2}}{d \xi^{2}}-\frac{2 m A}{a^{2}} k^{2} e^{-2 \theta} e^{-2 \xi}+\frac{2 m B}{a^{2}} k e^{-\theta} e^{-\xi}\right.} \\
\left.-\left(\varphi+\frac{1}{2}\right)^{2}\right] \Phi(\xi)=0 \tag{2.10}
\end{gather*}
$$

This equation coincides with the Schrödinger equation (1.2) for the Morse problem provided that the following identifications are made:

$$
\begin{equation*}
k=e^{\theta} \tag{2.11}
\end{equation*}
$$

and
$E=-\left(\frac{a^{2}}{2 m}\right)\left(\varphi+\frac{1}{2}\right)^{2}=-\left(\frac{a^{2}}{2 m}\right)\left[\varphi(\varphi+1)+\frac{1}{4}\right]$.
Thus we see that finding a solution of (2.9) under conditions (2.11) and (2.12) amounts to solving the Schrödinger equation of (1.2).

In previous applications of the $\operatorname{SO}(4,2)$ scheme, the generators of the so $(2,1)$ subalgebra are related to the energy operator, and a fixed value of the parameter $\mu$, i.e., a fixed single representation of so( 2,1 ) contains all the energy levels. In contrast, for the Morse system, we reverse the above procedure. First, we fix the eigenvalue of an appropriate SO $(2,1)$ operator through the wave equation (2.9) and let the energy dependent parameter $\mu$, i.e., the Casimir operator of $S O(2,1)$, vary. This procedure allows us to obtain a complete description of the Morse system in one dimension including bound and scattering states. Here,

$$
\begin{equation*}
\mu^{2}=-\varphi(\varphi+1)=\left(2 m E / a^{2}\right)+\frac{1}{4} \tag{2.13}
\end{equation*}
$$

The eigenvalue of $\Gamma_{0}$ is now fixed by geometry of the Morse potential, whereas the energy $E$ is related to the eigenvalues of the Casimir operator of $S O(2,1)$. Hence we see that for each physical state we use a different representation of SO ( 2,1 ). In other words, we consider a family of representations $T_{\varphi}$ of $\mathrm{SO}(2,1)$ and take one state from each corresponding to a fixed value of $\Gamma_{0}$. Therefore, $\mathrm{SO}(2,1)$ is not the spectral generating group of the system. The energy levels of a given Morse oscillator form a representation of a subgroup of $\operatorname{SO}(4,2)$ commuting with $\Gamma_{0}$, which is in general $S O(4)$. Since the energy spectrum is nondegenerate for the one-dimensional case, we have only a one-parameter subgroup of $\mathrm{SO}(4)$, i.e., the one generated by $L_{34}$, which lowers and raises $\varphi$ by one unit for a fixed value of $L_{12}$. This accounts for the finite number of bound states. Furthermore, we see that, for the Morse oscillator in three dimensions, the full $\mathrm{SO}(4)$ representation will be the underlying Hilbert space of states.

## III. THE MORSE OSCILLATOR ( $A>0, B>0$ )

To discuss the Morse oscillator ( $A>0, B>0$ ) in the $\mathrm{SO}(4,2)$ scheme, we start with the basic wave equation (2.9) tilted in the rest frame, and condition (2.13). Choosing the tilt angle $\theta$ in (2.9) to be

$$
\begin{equation*}
\theta=\frac{1}{2} \ln \left(2 m A / a^{2}\right) \tag{3.1}
\end{equation*}
$$

we reduce (2.9) into the form

$$
\begin{equation*}
\left[\left(2 a^{2} A / m\right)^{1 / 2} \Gamma_{0}-B\right]|\Phi\rangle=0 \tag{3.2}
\end{equation*}
$$

Of course, (3.2) is free of representation, so that it can be handled in any representation. However, it is important to notice that solutions in different representations are not all physically equivalent.

The compact operator $\Gamma_{o}$ in (3.2) can be diagonalized as $^{7,9}$

$$
\begin{equation*}
\Gamma_{0}\left|\Phi_{n}\right\rangle=n\left|\Phi_{n}\right\rangle \tag{3.3}
\end{equation*}
$$

where the discrete eigenvalue $n$ is either bounded below

$$
\begin{equation*}
D^{+}(\varphi): n=-\varphi+s \quad\left(\varphi<-\frac{1}{2}\right) \tag{3.4}
\end{equation*}
$$

or bounded above

$$
\begin{equation*}
D^{-}(\varphi): n=\varphi-s \quad\left(\varphi<-\frac{1}{2}\right) \tag{3.5}
\end{equation*}
$$

with $s=0,1,2, \ldots$, as shown in (A24) and (A25). On the basis, however, the dynamical equation (3.2) fixes the eigenvalue of $\Gamma_{0}$ to be

$$
\begin{equation*}
n=B\left(m / 2 a^{2} A\right)^{1 / 2} \tag{3.6}
\end{equation*}
$$

This is a point fixed in the homogeneous space $\operatorname{SO}(2,1) / \Gamma_{0}$. We see from (3.6) that $n$ is fixed. Then for a fixed energy $E$, $\varphi$ is fixed. Hence by (3.4) $s$ is fixed. Thus, as we stated above, we have one physical state in each representation of $\mathrm{SO}(2,1)$.

If $B>0$, i.e., if $n>0$, then the $D^{+}(\varphi)$ representation (3.4) is appropriate, but the $D^{-}(\varphi)$ representation (3.5) is not. Using (3.4) and (3.6) in (2.12), we obtain the discrete energy spectrum for the bound states in the Morse potential (see Fig. 1),

$$
\begin{equation*}
E_{s}=-\frac{a^{2}}{2 m}\left[B\left(\frac{m}{2 a^{2} A}\right)^{1 / 2}-\left(s+\frac{1}{2}\right)\right]^{2} \tag{3.7}
\end{equation*}
$$



$$
A>0, \quad B>0
$$

FIG. 1. The Morse oscillator with $A>0$ and $B>0$ : The principal continuous series is for scattering states and the discrete series for bound states.
where

$$
s=0,1,2, \ldots<B\left(m / 2 a^{2} A\right)^{1 / 2}-\frac{1}{2} .
$$

In particular, setting $B=2 A$ in (3.7) yields the standard result,

$$
\begin{equation*}
E_{s}=-\frac{a^{2}}{2 m}\left[\left(\frac{2 m A}{a^{2}}\right)^{1 / 2}-\left(s+\frac{1}{2}\right)\right]^{2}, \tag{3.8}
\end{equation*}
$$

with

$$
s=0,1,2, \ldots<\left(2 m A / a^{2}\right)^{1 / 2}-\frac{1}{2} .
$$

The scattering states of the Morse oscillator ( $A>0$, $B>0$ ) correspond to the continuous values of $\varphi$ in the principal series of representation (A27),

$$
\begin{equation*}
D_{p}(\varphi): \varphi=-\frac{1}{2}+\mathrm{i} \sigma \quad(\sigma \text { real }) \tag{3.9}
\end{equation*}
$$

thus belonging to the continuous energy spectrum,

$$
\begin{equation*}
E=a^{2} \sigma^{2} / 2 m \tag{3.10}
\end{equation*}
$$

For this oscillator, there is no continuum corresponding to the value of $\varphi$ in the supplementary series (A28). Again for each energy we have a different representation of $\operatorname{SO}(2,1)$.

For $B<0$, i.e., for $n<0$, the $D^{+}(\varphi)$ representation (3.4) is not applicable, but the $D^{-}(\varphi)$ representation (3.5) would appear consistent. The $D^{-}(\varphi)$ series, however, leads us to the discrete energy spectrum

$$
\begin{gathered}
E_{s}^{\prime}=-\left(a^{2} / 2 m\right)\left[-B\left(m / 2 a^{2} A\right)^{1 / 2}-\left(s+\frac{1}{2}\right)\right]^{2} \\
s=0,1,2, \ldots<-B\left(m / 2 a^{2} A\right)^{1 / 2}
\end{gathered}
$$

This is physically undesirable since the Morse system with $B<0$ does not have a potential well in which the system is bound (see Fig. 2). In fact, there are no finite eigenfunctions belonging to the discrete spectrum $E_{s}^{\prime}$. All allowed states of this Morse system ( $A>0, B<0$ ) correspond, like the scattering states of the Morse oscillator ( $A>0, B>0$ ), to the values of $\varphi$ in the principal series (3.9), carrying the same continuous energy spectrum as (3.10). The limiting case where $B=0$ can also be included in the continuous spectrum belonging to the principal series (3.9).


FIG. 2. The Morse barrier with $A \geqslant 0$ and $B<0$ : Only the principal series is involved for the positive energy continuum.

To find the energy eigenfunctions, we employ $\Gamma_{0}$ in the $R$-representation (A14) to reduce (3.3) to the Whittaker equation ${ }^{12}$

$$
\begin{equation*}
\left[\frac{d^{2}}{d R^{2}}-\frac{\left(\varphi+\frac{1}{2}\right)^{2}-\frac{1}{4}}{R^{2}}+\frac{n}{R}-\frac{1}{4}\right] \Phi(R)=0 \tag{3.11}
\end{equation*}
$$

whose solutions are given in terms of the Whittaker functions or the confluent hypergeometric functions. ${ }^{13}$ For the bound states with $\varphi=s-n(B>0)$, we choose a solution regular at $R=0$. Transforming the $R$ variable back into the $x$ variable, we obtain the wave function

$$
\begin{equation*}
\Phi_{s}(x)=M_{n, n-s-1 / 2}\left(2 k e^{-a x}\right) \tag{3.12}
\end{equation*}
$$

or

$$
\begin{align*}
\Phi_{s}(x)= & (2 k)^{n-s} e^{-(n-s) a x} \\
& \times \exp \left(-k e^{-a x}\right) F\left(-s, 2 n-n s ; 2 k e^{-a x}\right), \tag{3.13}
\end{align*}
$$

where $n=B\left(m / 2 a^{2} A\right)^{1 / 2}$ as fixed by (3.5) and

$$
\begin{equation*}
k=\left(2 m A / a^{2}\right)^{1 / 2} \tag{3.14}
\end{equation*}
$$

as chosen by (3.1) via (2.11). For the continuous energy states with $\varphi=-\frac{1}{2}+i \sigma$ ( $\sigma$ real), the finite solution in the valid range of $x$ is

$$
\begin{equation*}
\Phi_{E}(x)=W_{n, i \sigma}\left(2 k e^{-a x}\right), \tag{3.15}
\end{equation*}
$$

where $\sigma=\left(2 m E / a^{2}\right)^{1 / 2}$ and $n$ are given by (3.6) with $B \lessgtr 0$. For $B<0$, if one insists on using the $D^{-}(\varphi)$ discrete series, one can get from (3.12), by setting $\varphi=n+s$,

$$
\Phi_{E^{\prime}}(R)=M_{n, \pm(n+s+1 / 2)}(R)
$$

However, these solutions are divergent at either $R=0$ or $R=\infty$, which we consider unphysical.

Alternatively, using the $\rho$-representation (A20), we can write (3.2) as a differential equation of the Infeld-Hull type, ${ }^{9}$

$$
\begin{equation*}
\left[\frac{d^{2}}{d \rho^{2}}+\frac{c_{1}}{\rho^{2}}+c_{2} \rho^{2}+c_{3}\right] \Phi(\rho)=0 \tag{3.16}
\end{equation*}
$$

with

$$
\begin{align*}
& c_{1}=-4\left(\varphi+\frac{1}{2}\right)^{2}+\frac{1}{4}=\left(8 m E / a^{2}\right)+\frac{1}{4},  \tag{3.17}\\
& c_{2}=-4 k^{2}=-8 m A / a^{2}  \tag{3.18}\\
& c_{3}=8 k\left(m B^{2} / 2 a^{2} A\right)^{1 / 2}=8 m B / a^{2} . \tag{3.19}
\end{align*}
$$

The discrete energy spectrum (3.6) can immediately be obtained from the formula of Wybourne, ${ }^{9}$

$$
\begin{equation*}
4 s+2+\left(1-4 c_{1}\right)^{1 / 2}=c_{3}\left(-c_{2}\right)^{-1 / 2} \tag{3.20}
\end{equation*}
$$

For the continuous spectrum, we have to go back to (2.12) with (3.9). The corresponding energy eigenfunctions (3.12) and (3.15) follow via the solutions of (3.16)

$$
\begin{equation*}
\Phi(x)=\rho^{1 / 2} \Phi(\rho) \tag{3.21}
\end{equation*}
$$

with $\rho=\exp \left(-\frac{1}{2} a x\right)$.
In comparison with the usual radial wave equation, we notice that in the $R$-variable equation (3.11), the energy appears as an "angular momentum" and $n$ as a "coupling constant." The coupling constant, being quantized, represents a family of Morse oscillators. We may say that $\mathrm{SO}(2,1)$ is the dynamical group of states of a family of different Morse oscillators belonging to the same energy $E$, whereas the dynamical group of a given single oscillator is the group SO (3). Thus, even for a one-dimensional system, the larger group $\mathrm{SO}(4,2)$ seems to be necessary, which contains both the above $S O(3)$ and $S O(2,1)$ groups.

At this point, it may be relevant to remark that the Morse oscillator can also be treated exactly by path integration. ${ }^{4}$ This is due to the fact that the Morse oscillator is reducible to the Infeld-Hull form, which has been known to be path integrable. ${ }^{14}$

## IV. THE MORSE BARRIER ( $4<0$ )

The Morse system (2.9) with $A>0$ and $B>0$ has bound states and scattering states. However, if $A>0$ and $B<0$ or if $A<0$, there are no bound states. In the case where $A<0$ (see Figs. 3 and 4), the choice of the tilt angle (3.1) is irrelevant.


FIG. 3. The Morse barrier with $A<0$ and $B<0$ : The principal series is for the positive energy continuum and the supplementary series for the negative continuum.

Thus, instead, we choose

$$
\begin{equation*}
\theta=\frac{1}{2} \ln \left(-2 m A / a^{2}\right), \tag{4.1}
\end{equation*}
$$

reducing (2.9) into

$$
\begin{equation*}
\left[\left(-2 a^{2} A / m\right)^{1 / 2} S-B\right]|\Phi\rangle=0 \tag{4.2}
\end{equation*}
$$

Since $S$ is a noncompact operator, its diagonalization yields a continuous eigenvalue ${ }^{7}$

$$
\begin{equation*}
S\left|\Phi_{v}\right\rangle=v\left|\Phi_{v}\right\rangle \tag{4.3}
\end{equation*}
$$

where $-\infty<v<\infty$. On the $\left|\Phi_{v}\right\rangle$ basis, (4.2) fixes the value of $v$ to be

$$
\begin{equation*}
v=B\left(-m / 2 a^{2} A\right)^{1 / 2} \tag{4.4}
\end{equation*}
$$

which is a point on the real projective line $\mathrm{SO}(2,1) / S$. No real discrete spectrum of $\varphi$ corresponds to this case. The positive and negative energy continua belong, respectively, to the principal series of representation (A27),

$$
\begin{equation*}
\varphi=-\frac{1}{2}+i \sigma \quad(\sigma \text { real }) \tag{4.5}
\end{equation*}
$$

and the supplementary series (A28),

$$
\begin{equation*}
\varphi=\text { real. } \tag{4.6}
\end{equation*}
$$

However, a complex discrete spectrum may also be obtained by considering the $D^{+}(\varphi)$ discrete series of representation with $n \rightarrow i v$ in (3.4). The complex energy thus obtained is

$$
\begin{align*}
E_{s}= & \left(a^{2} / 2 m\right)\left[B\left(-m / 2 a^{2} A\right)^{1 / 2}+i\left(s+\frac{1}{2}\right)\right]^{2} \\
& s=0,1, \ldots \tag{4.7}
\end{align*}
$$

and this corresponds to the discrete tunneling of the positive energy continuum into the potential hill. Besides multiple reflections inside the hill, the trapped waves with energy given by $\operatorname{Im} E_{s}$ would escape outside of the hill.

In the $R$-representation (A15), the tilted equation (4.2) can be expressed as

$$
\begin{equation*}
\left[\frac{d^{2}}{d R^{2}}-\frac{\varphi(\varphi+1)}{R^{2}}+\frac{v}{R}+\frac{1}{4}\right] \Phi(R)=0 \tag{4.8}
\end{equation*}
$$

with $v=B\left(-m / 2 a^{2} A\right)^{1 / 2}$. If we set $R^{\prime}=-i R$, then (4.8)


$$
A \leqq 0, \quad B>0
$$

FIG. 4. The Morse barrier with $A<0$ and $B>0$ : The principal series is for the positive continuum and the supplementary series for the negative continuum.
becomes
$\left[\frac{d^{2}}{d R^{\prime 2}}-\frac{\left(\varphi+\frac{1}{2}\right)^{2}-\frac{1}{4}}{R^{\prime 2}}+\frac{i v}{R^{\prime}}-\frac{1}{4}\right] \Phi\left(R^{\prime}\right)=0$,
which is identical in form with the Whittaker equation (3.11). Since we have defined $R=2 k e^{-a x}$ with $k=(2 m A /$ $\left.a^{2}\right)^{1 / 2}$ in (3.11), we have to recognize that $R^{\prime}=-i R=\left(-8 m A / a^{2}\right)^{1 / 2} e^{-a x}$ is now a real variable ranging from zero $(x \rightarrow \infty)$ to infinity $(x \rightarrow-\infty)$. For the positive energy continuum, regardless of whether $B \gtrless 0$, the solution is of the form

$$
\begin{equation*}
\Phi(x)=C M_{i v, i \sigma}\left(2 k^{\prime} e^{-a x}\right)+C^{\prime} M_{i v,-i \sigma}\left(2 k^{\prime} e^{-a x}\right), \tag{4.10}
\end{equation*}
$$

and for the negative energy continuum

$$
\begin{equation*}
\Phi(x)=C M_{i v, \sigma}\left(2 k^{\prime} e^{-a x}\right)+C^{\prime} M_{i v,-\sigma}\left(2 k^{\prime} e^{-a x}\right), \tag{4.11}
\end{equation*}
$$

where

$$
\begin{aligned}
& \nu=B\left(\frac{m}{2 a^{2}|A|}\right)^{1 / 2}, \\
& \sigma=\left(\frac{2 m|E|}{a^{2}}\right)^{1 / 2}, \quad k^{\prime}=\left(\frac{2 m|A|}{a^{2}}\right)^{1 / 2} .
\end{aligned}
$$

The constants $C$ and $C^{\prime}$ have to be appropriately chosen to meet the boundary conditions.

## V. THE MORSE BARRIER ( $\mathbf{A}=0$ )

In the case where $A=0$ (see Figs. 2 and 4), the basic equation (2.4) or the tilted equation (2.9) with $\theta=0$ takes the form

$$
\begin{equation*}
\left[\left(a^{2} / 2 m\right)\left(\Gamma_{0}+S\right)-B\right]|\Phi\rangle=0 \tag{5.1}
\end{equation*}
$$

Although $\theta$ may be kept arbitrary, we can set $\theta=0$ without loss of generality. The continuous eigenvalue $\lambda$ of the noncompact operator $\Gamma_{0}+S$ is fixed by (5.1) to be

$$
\begin{equation*}
\lambda=2 m B / a^{2} \tag{5.2}
\end{equation*}
$$

Again, as in the case of $A<0$, if $B>0$, the principal and supplementary series of representation correspond to the positive and negative energy continua, respectively. For $B<0$, there are no negative energy states.

In the $\rho$-representation, (5.1) can be written as

$$
\begin{equation*}
\left[\frac{d^{2}}{d \rho^{2}}-\frac{4(2 \varphi+1)^{2}-1}{4 \rho^{2}}+\frac{8 m B}{a^{2}}\right] \Phi(\rho)=0 \tag{5.3}
\end{equation*}
$$

by setting $k=1$ in (A20) and (A21). A solution of (5.3) is given in terms of cylindrical functions,

$$
\begin{equation*}
\Phi(\rho)=\rho^{1 / 2} Z_{2 \varphi+1}\left(2 k^{\prime \prime} \rho\right) \tag{5.4}
\end{equation*}
$$

where $k^{\prime \prime}=\left(2 m B / a^{2}\right)^{1 / 2}$. Thus, we obtain the positive energy solution

$$
\begin{align*}
\Phi(x)= & e^{-(1 / 4) a x}\left[C J_{2 i \sigma}\left(2 k^{\prime \prime} e^{-(1 / 2) a x}\right)\right. \\
& \left.+C^{\prime} N_{2 i \sigma}\left(2 k^{\prime \prime} e^{-(1 / 2) a x}\right)\right] \tag{5.5}
\end{align*}
$$

and the negative energy solution

$$
\begin{align*}
\Phi(x)= & e^{-(1 / 4) a x}\left[C J_{2 \sigma}\left(2 k^{\prime \prime} e^{-(1 / 2) a x}\right)\right. \\
& \left.+C^{\prime} N_{2 \sigma}\left(2 k^{\prime \prime} e^{-1 / 2 a x}\right)\right] \tag{5.6}
\end{align*}
$$

where $\quad \sigma=\left(2 m|E| / a^{2}\right)^{1 / 2}$. Clearly, the constant $k^{\prime \prime}=\left(2 m B / a^{2}\right)^{1 / 2}$ is real if $B>0$ and imaginary if $B<0$. For
$B<0$, the negative energy solution (5.6) must vanish in order to remain finite for the entire range of $x$. Thus, there is no negative energy continuum.

## VI. FINAL REMARK

We see that for different ranges of the parameters $A, B$, and energy $E$ one has to use different representations of $\mathbf{S O}(2,1)$ and to make different $\mathrm{SO}(2,1)$ generators diagonal (see Figs. 1-4). It is known that also in the $\mathbf{H}$ atom we use two replicas of the $\mathrm{SO}(4,2)$ representations, one for the discrete spectrum and one for the continuous spectrum in which different generators are diagonalized. For the onedimensional Morse oscillator the full extent of the $\operatorname{SO}(4,2)$ does not come into play because we transformed the system (2.1) into the rest frame. It will come in when the threedimensional and moving system is considered.

## APPENDIX: REALIZATIONS OF THE GENERATORS OF $S O(2,1) \subset S O(4,2)$

Here we briefly describe some properties of the most degenerate representation of $\mathrm{SO}(4,2)$ and provide some physical realizations of the $\mathrm{SO}(2,1)$ generators relevant to the discussions in the text. ${ }^{7,12,13}$

The 15 operators $L_{A B}$ of the dynamical group $\operatorname{SO}(4,2)$ form the Lie algebra so $(4,2)$

$$
\begin{align*}
& {\left[L_{A B}, L_{C D}\right]} \\
& \quad=i\left(g_{A D} L_{B C}-g_{A C} L_{B D}+g_{B C} L_{A D}-g_{B D} L_{A C}\right) \tag{A1}
\end{align*}
$$

where $\quad A, B=1,2, \ldots, 6, \quad g_{11}=g_{22}=g_{33}=g_{44}=-g_{55}$ $=-g_{66}=-1$ and $g_{A B}=0$ for $A \neq B$. The algebra so $(4,2)$ contains the angular momentum vector $L\left(L_{23}, L_{31}\right.$, $\left.L_{12}\right)$, the Lenz-Runge vector $\mathbf{A}\left(L_{14}, L_{24}, L_{34}\right)$, the Lorentz boost vector $\mathbf{M}\left(L_{15}, L_{25}, L_{35}\right)$, the current vector $\Gamma\left(L_{16}, L_{26}, L_{36}\right)$, and the remaining three operators $\Gamma_{0}=L_{56}, S=L_{46}$, and $T=L_{45}$, which form the subalgebra so $(2,1)$. Here, $\Gamma_{\mu}\left(\Gamma, \Gamma_{0}\right)$ is a Lorentz four-vector and $T$ is a Lorentz scalar.

In general, the basis of a unitary irreducible representation is labeled by the eigenvalues of the nine invariant operators. However, we confine ourselves to the most degenerate unitary irreducible representation whose basis iş characterized by the eigenvalues of only four operators. To realize the generators of $\operatorname{SO}(4,2)$, six real variables are needed in general, whereas only four are sufficient in the degenerate representation. If polar coordinate variables ( $r, \theta, \phi, \psi$ ) are used, the radial variable $r$ and the other angular variables can be separated in realizing the operators. Let us set $\langle r, \theta, \phi, \psi \mid \Phi\rangle=\Phi(r) D_{m}{ }^{l} l_{0}(\theta, \phi, \psi)$ with

$$
\begin{align*}
& L^{2} D_{m}{ }^{l} l_{0}(\theta, \phi, \psi)=l(l+1) D_{m}{ }^{l} l_{0}(\theta, \phi, \psi),  \tag{A2}\\
& L_{12} D_{m}{ }^{l} l_{0}(\theta, \phi, \psi)=m D_{m}{ }^{l} l_{0}(\theta, \phi, \psi),  \tag{A3}\\
& L_{0} D_{m}{ }^{l} l_{l_{0}}(\theta, \phi, \psi)=l_{0} D_{m}{ }^{l_{0}}(\theta, \phi, \psi), \tag{A4}
\end{align*}
$$

where

$$
\begin{aligned}
& {\left[L_{0}, L_{A B}\right]=0 ; \quad l_{0}=0,1,2, \ldots, \text { or } \frac{1}{2}, \frac{3}{2}, \frac{5}{2}, \ldots} \\
& l=\left|l_{0}\right|,\left|l_{0}\right|+1,\left|l_{0}\right|+2, \ldots, N
\end{aligned}
$$

and

$$
m=-l,-l+1, \ldots, l-1, l
$$

The Morse system in one dimension may be characterized by $l=0$ and hence described by the representation with $l_{0}=0$. If the compact operator $\Gamma_{0}$ is diagonalized with the eigenvalue $n$, then the upper limit $N$ of $l$ is $n-1$. On the other hand, if a noncompact operator of so(2,1) is diagonalized with a continuous eigenvalue, then $N$ is infinity. Now we are able to represent the generators of $\mathrm{SO}(2,1)$ in terms of the radial variable $r$ alone and treat them as operators acting on $\Phi(r)$. For example,

$$
\begin{align*}
& \Gamma_{0} \Phi(r)=\frac{1}{2} r\left[-\frac{d^{2}}{d r^{2}}-\frac{2}{r} \frac{d}{d r}+\frac{l(l+1)}{r^{2}}+1\right] \Phi(r), \\
& S \Phi(r)=\frac{1}{2} r\left[-\frac{d^{2}}{d r^{2}}-\frac{2}{r} \frac{d}{d r}+\frac{l(l+1)}{r^{2}}-1\right] \Phi(r),  \tag{A6}\\
& T \Phi(r)=-i\left[r \frac{d}{d r}+1\right] \Phi(r) . \tag{A7}
\end{align*}
$$

It is easy to show from (A5)-(A7) that

$$
\begin{equation*}
Q^{2} \Phi(r)=l(l+1) \Phi(r) \tag{A8}
\end{equation*}
$$

where $Q^{2}=\Gamma_{0}^{2}-S^{2}-T^{2}$ is the Casimir operator of $\operatorname{SO}(2,1)$. Clearly the eigenvalue $\varphi(\varphi+1)$ of $Q^{2}$ coincides with that of $L^{2}$,

$$
\begin{equation*}
\varphi(\varphi+1)=l(l+1) \tag{A9}
\end{equation*}
$$

Therefore we can write (A5), (A6), and (A7) as
$\Gamma_{0}^{(r)} \Phi(r)$

$$
\begin{equation*}
=\frac{1}{2} r\left[-\frac{d^{2}}{d r^{2}}-\frac{2}{r} \frac{d}{d r}+\frac{\varphi(\varphi+1)}{r^{2}}+1\right] \Phi(r), \tag{A10}
\end{equation*}
$$

$S^{(r)} \Phi(r)$

$$
\begin{equation*}
=\frac{1}{2} r\left[-\frac{d^{2}}{d r^{2}}-\frac{2}{r} \frac{d}{d r}+\frac{\varphi(\varphi+1)}{r^{2}}-1\right] \Phi(r), \tag{A11}
\end{equation*}
$$

$T^{(r)} \Phi(r)=-i\left[r \frac{d}{d r}+1\right] \Phi(r)$,
satisfying

$$
\begin{equation*}
Q^{2} \Phi(r)=\varphi(\varphi+1) \Phi(r) \tag{A13}
\end{equation*}
$$

The realization of the generators is by no means unique. We can change variables and operands successively to obtain various representations. To this end, in each step, we construct the generators $L^{(y)} \in \operatorname{so}(2,1)$ in such a way that $L^{(x)} \Phi(x)=f(y) L^{(y)} \Phi(y)$ when $\Phi(x)=f^{(y)} \Phi(y)$ under the mapping $x \rightarrow y$. First, let $\Phi(r)=R^{-1} \Phi(R)$ with $R=2 r$ $(0<R<\infty)$. Then, we have in the $R$-representation,

$$
\begin{align*}
& \Gamma_{0}^{(R)} \Phi(R)=\left[-R \frac{d^{2}}{d R^{2}}+\frac{\varphi(\varphi+1)}{R}+\frac{1}{4} R\right] \Phi(R), \\
& S_{(\mathrm{A} 14)}^{(R)} \Phi(R)=\left[-R \frac{d^{2}}{d R^{2}}+\frac{\varphi(\varphi+1)}{R}-\frac{1}{4} R\right] \Phi(R), \tag{A15}
\end{align*}
$$

$$
\begin{equation*}
T^{(R)} \Phi(R)=-i R \frac{d}{d R} \Phi(R) \tag{A16}
\end{equation*}
$$

Next, let $\Phi(R)=R^{1 / 2} \quad \Phi(\xi)$, with $\quad R=2 k e^{-\xi}$ $(-\infty<\xi<\infty)$. Then, in the $\xi$-representation,

$$
\begin{align*}
\Gamma_{0}^{(\xi)} \Phi(\xi)= & \frac{1}{2 k} e^{\xi}\left[-\frac{d^{2}}{d \xi^{2}}+\varphi(\varphi+1)\right. \\
& \left.+\frac{1}{4}+k^{2} e^{-2 \xi}\right] \Phi(\xi)  \tag{A17}\\
S^{(\xi)} \Phi(\xi)= & \frac{1}{2 k} e^{\xi}\left[-\frac{d^{2}}{d \xi^{2}}+\varphi(\varphi+1)\right. \\
& \left.+\frac{1}{4}-k^{2} e^{-2 \xi}\right] \Phi(\xi)  \tag{A18}\\
T^{(\xi)} \Phi(\xi)= & i\left[\frac{d}{d \xi}-\frac{1}{2}\right] \Phi(\xi) \tag{A19}
\end{align*}
$$

Furthermore, letting $\Phi(\xi)=\rho^{1 / 2} \Phi(\rho)$ with $\rho=e^{-1 / 2 \xi}$ $(0<\rho<\infty)$, we have the $\rho$-representation
$\Gamma_{0}^{(\rho)} \Phi(\rho)$

$$
=\frac{1}{8 k}\left[-\frac{d^{2}}{d \rho^{2}}+\frac{(4 \varphi+1)(4 \varphi+3)}{4 \rho^{2}}+4 k^{2} \rho^{2}\right] \Phi(\rho)
$$

(A20)

$$
\begin{align*}
& S^{(\rho)} \Phi(\rho) \\
& \quad=\frac{1}{8 k}\left[-\frac{d^{2}}{d \rho^{2}}+\frac{(4 \varphi+1)(4 \varphi+3)}{4 \rho^{2}}-4 k^{2} \rho^{2}\right] \Phi(\rho) \tag{A21}
\end{align*}
$$

$T^{(\rho)} \Phi(\rho)=-\frac{1}{4} i\left[2 \rho \frac{d}{d \rho}+1\right] \Phi(\rho)$.
Suppose the $\mathbf{S O}(4,2)$ symmetry is broken so that the eigenvalue of $Q^{2}$ is shifted by

$$
\begin{equation*}
\varphi(\varphi+1)=l(l+1)-\mu^{2} \tag{A23}
\end{equation*}
$$

Certainly, $\Gamma_{0}, S$, and $T$, realized with this shifted eigenvalue (A23), do not satisfy the so(4,2) algebra (A1). Nevertheless, they still form an so ( 2,1 ) algebra. Therefore the realizations of the $\operatorname{SO}(2,1)$ generators with $\varphi$, (A10)-(A22) are useful in dealing with the case of symmetry breaking. The parameter $\mu^{2}$ in (A23) indicates the degree of the symmetry breaking of $S O(4,2)$ to $S O(3) \otimes S O(2,1)$.

There are four types of unitary irreducible representations of so(2,1): (i) positive discrete series $D^{+}(\varphi)$,

$$
n=-\varphi,-\varphi+1,-\varphi+2, \ldots
$$

$\varphi$ real and negative;
(A24)
(ii) negative discrete series $D^{-}(\varphi)$,
$n=\varphi, \varphi-1, \varphi-2, \ldots, \quad \varphi$ real and negative;
(iii) supplementary continuous series $D_{s}(\varphi)$,

$$
\begin{align*}
& -1+\left|E_{0}\right| \leqslant \varphi \leqslant-\left|E_{0}\right|, \quad\left|E_{0}\right|<\frac{1}{2} \\
& n=E_{0}, E_{0} \pm 1, E_{0} \pm 2, \ldots \tag{A26}
\end{align*}
$$

and (iv) principal continuous series $D_{p}(\varphi)$,

$$
\begin{equation*}
\varphi=-\frac{1}{2}+i \sigma, \quad \sigma \text { real. } \tag{A27}
\end{equation*}
$$

In the above representations, $n$ is the eigenvalue of $\Gamma_{0}$. In the broken symmetry case (A23), the supplementary series need to be modified as

$$
\begin{equation*}
\left(\varphi+\frac{1}{2}\right)^{2} \leqslant\left(\frac{1}{2}-\left|E_{0}\right|^{2}\right)^{2}-\mu^{2} . \tag{A28}
\end{equation*}
$$
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#### Abstract

An important class of $6 j$ symbols for the groups $\operatorname{SP}(2 N), \mathrm{SO}(2 N)$, and $\mathrm{SO}(2 N+1)$ with one nontrivial multiplicity index is investigated. An appropriate choice of a basis in the multiplicity space is made and the so-called canonical form for $6 j$ symbols is obtained. Their expressions depending on the roots of an $N$ th-order equation and explicit expressions for some simple class of representations are obtained.


## I. INTRODUCTION

The problem of finding matrix elements of generators for simple classical algebras $B_{N+1}, C_{N+1}$, and $D_{N+1}$ with reduction on subalgebras $B_{N}, C_{N}$, and $D_{N}$ is important for applications of mathematical methods. The branching rules for the above reduction are known. ${ }^{1,2}$ The appropriate sets of the so-called missing label operators are found. ${ }^{3,4}$ Applying the generalized Wigner-Eckart theorem to commutation relations between the generators, one obtains equations for reduced matrix elements. In this approach the $6 j$ symbols for chosen subgroups occurring in the above system should be calculated. An important subclass of these $6 j$ symbols is found in the present work. In Sec. II the general remarks on our class of $6 j$ symbols are made, and the symmetry properties of $3 j$ symbols entering into $6 j$ are discussed. In Sec. III we show that $6 j$ symbols may be found from the unitarity properties if some reasonable basis in the multiplicity space is chosen. In Sec. IV their general expression depending on the roots of $N$ th-order equations is obtained. In Sec. V singular cases connected with reduction of the dimension of the multiplicity space are discussed. Also, we have found explicit expressions for a simple class of representations (see Sec. VI).

The same class of $6 j$ symbols for the $\mathrm{SU}(N)$ group may be considered, and we hope that our approach may be extended also to this group.

## II. GENERAL REMARKS ON THE INVESTIGATED 6j SYMBOLS

The class of $6 j$ symbols to be treated in this paper shortly denoted by $\phi(\Omega)_{a \alpha}$ is of the form

$$
\phi(\Omega)_{\alpha a}=\phi\left(\Omega, \Omega_{\alpha}^{\prime}\right)_{a}=\left\{\begin{array}{ccc}
1^{*} & 1 & \Lambda  \tag{2.1}\\
\Omega & \Omega & \Omega_{\alpha}^{\prime}
\end{array}\right\}_{\cdot A}
$$

where the symbols $\Omega$ 's $\left(\Omega=\left(\Omega_{1}, \Omega_{2}, \ldots, \Omega_{N}\right)\right)$ label a unitary irreducible representation (UIR) belonging to groups $\mathbf{S P}(2 N), \mathrm{SO}(2 N)$, or $\mathrm{SO}(2 N+1)$ and $\Omega^{*}$ is the complex conjugate representation. The representation ( $\Omega_{1}, \Omega_{2}, \ldots, \Omega_{p}, 0,0, \ldots, 0$ ) is written shortly ( $\Omega_{1}, \Omega_{2}, \ldots, \Omega_{p}$ ) and we sometimes omit the parentheses in our notation if the meaning of the label is obvious, as in example (2.1). The $\Lambda$ representation is one of ( 0 ), (11), (2), and the $A$ is the multiplicity index, so, in the Kronecker product of representations $\Omega \times \Lambda$, the $\Omega$ representation may be found more than
once. Other multiplicity indices do not occur in our symbols, so we use dots in their place. Here, we use the same definition and the notation of $6 j$ symbols as in Ref. 5. In expression (2.1) index in the left-hand side is fixed from the $\Omega_{\alpha}^{\prime}$ representation in the following way:

$$
\begin{equation*}
\Omega_{\alpha}^{\prime}=\left(\Omega_{1}, \Omega_{2}, \ldots, \Omega_{|\alpha|-1}, \Omega_{|\alpha|}+\epsilon_{\alpha}, \Omega_{|\alpha|+1}, \ldots, \Omega_{N}\right) \tag{2.2a}
\end{equation*}
$$

where $\epsilon_{\alpha}=1(-1)$ if the $\alpha>0(\alpha<0)$. For the case $\mathrm{SO}(2 N)$ one more $\Omega_{0}^{\prime}$ representation should be added,

$$
\begin{equation*}
\Omega_{0}^{\prime}=\left(\Omega_{1}, \Omega_{2}, \ldots, \Omega_{N}\right) \tag{2.2b}
\end{equation*}
$$

Hence the range $\alpha$ is $\pm 1, \pm 2, \ldots, \pm N,(0)$, respectively, for cases $\operatorname{SP}(2 N), \mathrm{SO}(2 N),(\mathrm{SO}(2 N+1))$ and the reduction of $\alpha$ 's must be done if some $\Omega_{\alpha}^{\prime}$ is not an allowed label for the studied group [see (2.5a)-(2.5e) and text below]. Let us introduce the notation

$$
\begin{equation*}
\Lambda_{+}=(1,1), \quad \Lambda_{-}=(2,0), \quad \Lambda_{0}=(0) \tag{2.3a}
\end{equation*}
$$

for groups $\operatorname{SO}(2 N)$ and $\mathrm{SO}(2 N+1)$ or

$$
\begin{equation*}
\Lambda_{+}=(2,0), \quad \Lambda_{-}=(1,1), \quad \Lambda_{0}=(0) \tag{2.3b}
\end{equation*}
$$

for the $\operatorname{SP}(2 N)$ group [here $\Lambda_{+}$is an adjoint representation for all cases ]. The case of the $\mathrm{SO}(4)$ group is rather peculiar. In this case the three-dimensional representations ( 1,1 ) and $(1,-1)$ are used instead of the $\Lambda_{+}=(1,1)+(1,-1)$ and some modifications of expressions to be obtained here should be done.

The dimensions of the multiplicity space referred to triads $\left\{\Omega, \Omega^{*}, \Lambda_{ \pm}\right\}$are denoted by $d_{ \pm}$. All symbols of our class may be written if one uses index $a$ instead of $\Lambda_{ \pm} A_{ \pm}, \Lambda_{0}$, where

$$
\begin{array}{ll}
a=A_{+}, & \text {for } \Lambda=\Lambda_{+} \\
a=-1, & \text { for } \Lambda=\Lambda_{0} \\
a=-A_{-}-1, & \text { for } \Lambda=\Lambda_{-} \tag{2.4c}
\end{array}
$$

for cases $\operatorname{SP}(2 N)$ and $\mathrm{SO}(2 N)$. For the $\mathrm{SO}(2 N+1)$ group (2.4a) and (2.4b) coincide, but if $\Omega_{N} \neq \frac{1}{2}$ (see Sec. V) then (2.4c) should be changed: $a=-2,-3, \ldots,-d_{-}, 0$.

In what follows we will understand $\phi(\Omega)_{\alpha a}$ as a square matrix, the dimension of which depends on $\Omega$. For that reason we introduce $\delta_{\alpha}$ symbols

$$
\delta_{\alpha}= \begin{cases}1, & \text { if } \Omega_{\alpha}>\Omega_{\alpha+1}  \tag{2.5a}\\ 0, & \text { if } \Omega_{\alpha}=\Omega_{\alpha+1}\end{cases}
$$

where $\alpha=1,2, \ldots, N-1$ [or $\alpha=1,2, \ldots, N-2$ for the $\mathrm{SO}(2 N)$ group]

$$
\delta_{N}= \begin{cases}1, & \text { if } \Omega_{N}>0  \tag{2.5b}\\ 0, & \text { if } \Omega_{N}=0\end{cases}
$$

for the $\operatorname{SP}(2 N)$ and $S O(2 N+1)$ groups, and for the SO $(2 N)$ group we have

$$
\begin{align*}
& \delta_{N-1}= \begin{cases}1, & \text { if } \Omega_{N-1}>\left|\Omega_{N}\right| \\
0, & \text { if } \Omega_{N-1}= \pm \Omega_{N},\end{cases}  \tag{2.5c}\\
& \delta_{N}= \begin{cases}1, & \text { if } \Omega_{N-1}>0 \\
0, & \text { if } \Omega_{N-1}=0\end{cases} \tag{2.5d}
\end{align*}
$$

For the $\mathrm{SO}(2 N+1)$ group we use

$$
\delta_{0}= \begin{cases}1, & \text { if } \Omega_{N} \neq 0, \frac{1}{2}  \tag{2.5e}\\ 0, & \text { otherwise }\end{cases}
$$

Now we may introduce $\Delta_{a}$ symbols indicating rows of
$\phi(\Omega)_{\alpha a}$ that are equal to zero and should be removed,

$$
\begin{aligned}
& \Delta_{1}=1, \quad \Delta_{-1}=\delta_{1}, \quad \Delta_{0}=\delta_{N}-\delta_{0} \\
& \Delta_{\alpha}=\delta_{\alpha-1}, \quad \Delta_{-\alpha}=\delta_{\alpha}, \quad \text { for } \alpha=2,3, \ldots, N
\end{aligned}
$$

The dimensions $d_{+}, d_{-}$introduced above are

$$
\begin{align*}
& d_{+}=\sum_{\alpha=1}^{N} \delta_{\alpha}  \tag{2.6a}\\
& d_{-}=\sum_{\alpha=1}^{N-1} \delta_{\alpha}+\delta_{0} \tag{2.6b}
\end{align*}
$$

These formulas will be proved in Sec. V.
The unitarity conditon for our $6 j$ symbols may be written

$$
\begin{align*}
& \sum_{a} D_{\alpha} D_{a} \phi(\Omega)_{\alpha a}^{*} \phi(\Omega)_{\beta a}=\delta_{\alpha \beta} \Delta_{\alpha}  \tag{2.7a}\\
& \sum_{\alpha} D_{\alpha} D_{a} \phi(\Omega)_{\alpha a}^{*} \phi(\Omega)_{\alpha b}=\delta_{a b} \tag{2.7b}
\end{align*}
$$

$$
D_{a}=D_{\Lambda_{a}}= \begin{cases}\frac{1}{2}(2 f+1-\eta)(2 f+1), & \text { if } a \geqslant 1,  \tag{2.8a}\\ 1, & \text { if } a=-1 \\ \frac{1}{2}(2 f+1-3 \eta)(2 f+1), & \text { if } a=0 \text { or } a \leqslant-2\end{cases}
$$

where $D_{M}$ is the dimension of UIR $M$ and $D_{\Omega_{\alpha}^{\prime}}$ is denoted by $D_{\alpha}$. We have

$$
\begin{aligned}
& f= \begin{cases}N, & \text { for } \operatorname{SP}(2 N), \\
N-1, & \text { for } \operatorname{SO}(2 N), \\
N-\frac{1}{2}, & \text { for } \operatorname{SO}(2 N+1),\end{cases} \\
& \eta= \begin{cases}1, & \text { for } \operatorname{SP}(2 N), \\
-1, & \text { for } \operatorname{SO}(2 N), \operatorname{SO}(2 N+1)\end{cases}
\end{aligned}
$$

The following three classes of $3 j$ symbols occur in $6 j$ :
(a) $\left(\Omega, 0, \Omega^{*}\right)_{m 0 m^{\prime}}$,
(b) $\left(\Omega, \Lambda_{ \pm}, \Omega^{*}\right)_{A_{ \pm} m_{1} m_{2} m_{3}}$,
(c) $\left(\Omega, 1, \Omega_{\alpha}^{\prime *}\right)_{m_{1} m_{2} m_{3}}$.

The symbols of class (a) are proportional to the elements of the metrics tensor

$$
(\Omega)_{m m^{\prime}}=\left((\Omega)^{m m^{\prime}}\right) *=\left(D_{\Omega}\right)^{1 / 2}\left(\Omega, 0, \Omega^{*}\right)_{m 0 m^{\prime}}
$$

that is used to raise and lower $m$ index in the usual way,

$$
\begin{aligned}
& F(\Omega)^{m}=(\Omega)^{m m^{\prime}} F\left(\Omega^{*}\right)_{m^{\prime}} \\
& F(\Omega)_{m}=F\left(\Omega^{*}\right)^{m^{\prime}}\left(\Omega^{*}\right)_{m^{\prime} m}
\end{aligned}
$$

All representations for groups $\operatorname{SP}(2 N), \mathrm{SO}(2 N+1)$, and $\mathrm{SO}(4 N)$ are self-complex-adjoint, but for the group $\mathrm{SO}(4 N+2)$ we have

$$
\left(\Omega_{1}, \Omega_{2}, \ldots, \Omega_{N-1}, \Omega_{N}\right)^{*}=\left(\Omega_{1}, \Omega_{2}, \ldots, \Omega_{N-1},-\Omega_{N}\right)
$$

It is possible for all classes to use real $3 j$ coefficients that have very simple symmetry properties:

$$
\begin{align*}
& \left(\Omega^{P(1)}, \Omega^{P(2)}, \Omega^{P(3)}\right)_{A m_{p(1)} m_{p(2)} m_{p(3)}} \\
& \quad=(-1)^{S_{P}\left(\left[\Omega^{\prime}\right]+\left[\Omega^{2}\right]+\left[\Omega^{3}\right]\right)}\left(\Omega^{1}, \Omega^{2}, \Omega^{3}\right)_{A m_{1} m_{2} m_{3}} \tag{2.9}
\end{align*}
$$

Here $S_{P}=1$ for odd and $S_{P}=0$ for even permutations $P$

$$
\begin{equation*}
[\Omega]=\frac{1}{2} \sum(-1)^{i+1} \Omega_{i} \tag{2.10a}
\end{equation*}
$$

for the $\operatorname{SP}(2 N)$ group and

$$
\begin{equation*}
[\Omega]=\left|\Omega_{2}\right| \tag{2.10b}
\end{equation*}
$$

for the $\mathrm{SO}(2 N)$ and $\mathrm{SO}(2 N+1)$ groups ( $N \geqslant 2$ ). For coefficients of class (c), relations (2.9) may be obtained if appropriate phase conventions are chosen. The same is true for classes (a) and (b) if $\Omega$ is not equivalent to $\Omega^{*}$ [the SO $(4 N+2)$ case if $\Omega_{N} \neq 0$ ], but if $\Omega \simeq \Omega^{*}$ the requirements (2.9) are not trivial ${ }^{6}$ and should be proved. We do not touch upon this question in this paper [here the plethysm relations $^{7}(\Omega) \otimes\{\rho\}$, for $\{\rho\}=\{2\},\{11\}$ must be investigated]. We obtain the following symmetry relations for $6 j$ symbols if all entering $3 j$ symbols fulfill conditions (2.9):

$$
\begin{align*}
{\left[\begin{array}{lll}
\Omega_{1} & \Omega_{2} & \Omega_{3} \\
\omega_{1} & \omega_{2} & \omega_{3}
\end{array}\right\}_{A_{1} A_{2} A_{3} A_{0}} } & =\left\{\begin{array}{lll}
\Omega_{2} & \Omega_{1} & \Omega_{3} \\
\omega_{2}^{*} & \omega_{1}^{*} & \omega_{3}^{*}
\end{array}\right\}_{A_{2} A_{1} A_{3} A_{0}} \\
& =\left\{\begin{array}{lll}
\Omega_{2} & \Omega_{3} & \Omega_{1} \\
\omega_{2} & \omega_{3} & \omega_{1}
\end{array}\right\}_{A_{2} A_{3} A_{1} A_{0}}=\cdots,  \tag{2.11a}\\
& =\left\{\begin{array}{lll}
\omega_{1} & \omega_{2}^{*} & \Omega_{3}^{*} \\
\Omega_{1} & \Omega_{2}^{*} & \omega_{3}
\end{array}\right\}_{A_{2} A_{1} A_{0} A_{3}}=\cdots,
\end{align*}
$$

$$
\begin{align*}
&\left\{\begin{array}{lll}
\Omega_{1} & \Omega_{2} & \Omega_{3} \\
\omega_{1} & \omega_{2} & \omega_{3}
\end{array}\right\}_{A_{1} A_{2} A_{3} A_{0}}^{*} \\
&=\left\{\begin{array}{lll}
\Omega_{1}^{*} & \Omega_{2}^{*} & \Omega_{3}^{*} \\
\omega_{1}^{*} & \omega_{2}^{*} & \omega_{3}^{*}
\end{array}\right\}^{A_{1} A_{2} A_{3} A_{0}} \\
&= G\left(\Omega_{1}^{*} \omega_{2} \omega_{3}^{*}\right)^{A_{1} A_{i}^{\prime}} \\
& \times G\left(\omega_{1}^{*} \Omega_{2}^{*} \omega_{3}\right)^{A_{2} A_{2}^{\prime}} G\left(\omega_{1} \omega_{2}^{*} \Omega_{3}^{*}\right)^{A_{3} A_{3}^{\prime}} \\
& \times G\left(\Omega_{1} \Omega_{2} \Omega_{3}\right)^{A_{0} A_{0}^{\prime}}\left\{\begin{array}{lll}
\Omega_{1}^{*} & \Omega_{2}^{*} & \Omega_{3}^{*} \\
\omega_{1}^{*} & \omega_{2}^{*} & \omega_{3}^{*}
\end{array}\right\}_{A_{1} A_{2} A_{3} A_{0}} \tag{2.11c}
\end{align*}
$$

The multiplicity metric tensor $G\left(\Omega, \Omega^{*}, \Lambda_{ \pm}^{*}\right)$ [see (2.11c) and (2.1)] is unitary, ${ }^{5}$ and symmetric for the above case. Here it does not depend on the order $\left\{\Omega, \Omega^{*}, \Lambda_{ \pm}^{*}\right\}$. The onedimensional metric tensors corresponding to the triads $\left\{1^{*}, 1, \Lambda_{ \pm}\right\}$and $\left\{\Omega^{*}, 1, \Omega_{\alpha}^{\prime}\right\}$ are chosen to be equal to 1 , hence, we may omit the three dots [see (2.1)] connected with ordinary $3 j$ symbols. Taking into account that $\Lambda_{ \pm}^{*}$ are equivalent to $\Lambda_{ \pm}$and (2.11a)-(2.11c), we may rewrite the unitarity conditon (2.7b) in the form

$$
\begin{equation*}
\sum_{\alpha} D_{\alpha} D_{a} \phi(\Omega)_{\alpha a} \phi(\Omega)_{\alpha b}=G\left(\Omega, \Omega^{*}, \Lambda_{a}\right)_{a b} \tag{2.12}
\end{equation*}
$$

Matrix $\phi(\Omega)$ to be obtained in Sec. IV is real, hence comparing (2.7b) and (2.12) we find that the tensor $G$ is a unit tensor

$$
\begin{equation*}
G\left(\Omega, \Omega^{*}, \Lambda_{a}\right)_{a b}=\delta_{a b} \tag{2.13}
\end{equation*}
$$

In the next section the definition of the tensor operators (2.14) $T(\Gamma)_{m}$ and the generalized Wigner-Eckart theorem ${ }^{8}$ will be used (2.15):

$$
\begin{align*}
& {\left[A\left(\Lambda_{+}\right)_{m_{1}}, T(\Gamma)_{m_{2}}\right]} \\
& \quad=\sum_{m^{\prime}}\left\langle\Gamma m^{\prime}\right| A\left(\Lambda_{+}\right)_{m_{1}}\left|\Gamma m_{2}\right\rangle T(\Gamma)_{m^{\prime}}  \tag{2.14}\\
& \left\langle\Omega_{1} m_{1}\right| T\left(\Omega_{2}\right)_{m_{2}}\left|\Omega_{3} m_{3}\right\rangle \\
& \quad=\sum_{A m_{1}^{\prime}}\left(\Omega_{1}\right)^{m_{1} m_{1}^{\prime}}\left(\Omega_{1}^{*} \Omega_{2} \Omega_{3}\right)_{A m_{1} m_{2} m_{3}} \\
& \quad \times\left(\Omega_{1}| | T\left(\Omega_{2}\right)| | \Omega_{3}\right)^{A} \tag{2.15}
\end{align*}
$$

where $A\left(\Lambda_{+}\right)_{m}$ are generators of the investigated group. Expressions (2.15) are manifestly invariant under any unitary transformations acting in the multiplicity space, but for $T(\Omega)_{m}=A\left(\Lambda_{+}\right)_{m}$ it is more reasonable to do the choice

$$
\begin{equation*}
\left(\Omega\left\|A\left(\Lambda_{+}\right)\right\| \Omega\right)^{A}=\delta_{1}^{A}\left(\frac{1}{2} C_{\Omega} D_{\Omega}\right)^{1 / 2} \tag{2.16}
\end{equation*}
$$

This condition is invariant with respect to $U\left(d_{+}-1\right)$ transformations which do not touch the index $A=1$. These transformations will be used in the next section. The function $C_{\Omega}$ is an eigenvalue of the second-order Casimir operator, and we have

$$
\begin{equation*}
C_{\Omega}=2 \times \sum_{\alpha=1}^{N}\left(\omega_{\alpha}^{2}-g_{\alpha}^{2}\right), \tag{2.17}
\end{equation*}
$$

where

$$
\begin{align*}
& \omega_{\alpha}=\Omega_{\alpha}+g_{\alpha}  \tag{2.18a}\\
& g_{\alpha}=f+1-\alpha \tag{2.18b}
\end{align*}
$$

## III. BASIC ASSUMPTIONS OF THE PRESENTED APPROACH

In this section we find one ( $a=1$ ) column for the $\phi(\Omega)$ matrix and some simple relations. This permits us to calculate the whole matrix.

If we take definition (2.14) for $\Gamma=(1)$ between states $\left\langle\Omega^{*} m\right|$ and $\left|\Omega^{*} m^{\prime}\right\rangle$ and we make assumption (2.16), after rather simple calculations we obtain

$$
\begin{align*}
& \left(C_{\Omega} D_{\Omega}\right)^{1 / 2}\left\{\begin{array}{lll}
1^{*} & 1 & \Lambda_{+} \\
\Omega & \Omega & \Omega_{\alpha}^{\prime}
\end{array}\right\}_{\cdot 1} \\
& \quad+\left(C_{\Omega_{\alpha}^{\prime}} D_{\Omega_{\alpha}^{\prime}}\right)^{1 / 2}\left\{\begin{array}{ccc}
1 & 1^{*} & \Lambda_{+} \\
\Omega_{\alpha}^{\prime} & \Omega_{\alpha}^{\prime} & \Omega^{2}
\end{array}\right\}_{\cdot{ }_{1}} \\
& \quad=P_{1} \Delta_{\alpha}\left(\frac{C_{(1)}}{D_{\Lambda_{+}}}\right)^{1 / 2} \tag{3.1}
\end{align*}
$$

Here (2.9), (2.15), and a simple tensor sum relation $\sum_{m} F(\Omega)^{m} G(\Omega)_{m}$

$$
=(-1)^{[\Omega]} \sum_{m} F\left(\Omega^{*}\right)_{m} G\left(\Omega^{*}\right)^{m}
$$

has been applied, too. Taking into consideration that representations (1) and ( $1^{*}$ ) are equivalent for investigated groups, one finds a very similar expression to the well-known $\mathbf{S O}$ (3) formula

$$
\begin{align*}
& \phi(\Omega)_{\alpha 1}=P_{1} N_{1} \psi(\Omega)_{\alpha 1},  \tag{3.2a}\\
& P_{a}=(-1)^{[\Omega]+\left[\Omega_{\alpha}^{\prime}\right]+\left[\Lambda_{a}\right]+[(1)]},  \tag{3.2b}\\
& N_{1}=2 \times\left(C_{\Omega} D_{\Omega} C_{(1)} D_{(1)}\right)^{-1 / 2}=\left(C_{\Omega} D_{\Omega} D_{\Lambda_{+}}\right)^{-1 / 2},  \tag{3.2c}\\
& \psi(\Omega)_{\alpha 1}=\Delta_{\alpha} / 4\left(C_{\Omega}+C_{(1)}-C_{\Omega_{\alpha}^{\prime}}\right)=\Delta_{\alpha}\left(f-\omega_{\alpha}\right), \tag{3.2d}
\end{align*}
$$

where the following generalization of (2.18a) and (2.18b) is done:

$$
\begin{equation*}
\omega_{\alpha}=\epsilon_{\alpha} \omega_{|\alpha|} \tag{3.3a}
\end{equation*}
$$

and for the $\mathrm{SO}(2 N+1)$ case the component $\omega_{0}$ is included

$$
\begin{equation*}
\omega_{0}=-\frac{1}{2} \tag{3.3b}
\end{equation*}
$$

In the same way we obtain other $6 j$ coefficients

$$
\begin{align*}
&\left\{\begin{array}{lll}
\Lambda_{ \pm}^{*} & \Lambda_{ \pm} & \Lambda_{+} \\
\Omega & \Omega & \Omega
\end{array}\right\}_{B 1}^{A} \\
&=(-1)^{2[\Omega]+\left[\Lambda_{+}\right]+\left[\Lambda_{ \pm}\right]} \delta_{B}^{A} \\
& \times\left(C_{\Omega} D_{\Omega} C_{\Lambda_{ \pm}} D_{\Lambda_{ \pm}}\right)^{-1 / 2} \frac{C_{\Lambda_{ \pm}}}{2} \tag{3.4}
\end{align*}
$$

Let us introduce new symbols

$$
\begin{align*}
& H_{b}^{a}=\left(C_{\Omega} D_{\Omega} D_{a} D_{b} D_{\Lambda_{+}}\right)^{1 / 2} F_{b}^{a},  \tag{3.5}\\
& F_{b}^{a}=\sum_{\alpha} P_{a} P_{b} P_{1} D_{\alpha} \phi(\Omega)_{\alpha a}^{*} \phi(\Omega)_{\alpha \Lambda} \phi(\Omega)_{\alpha b},  \tag{3.6}\\
& \psi(\Omega)_{\alpha a}=P_{a}\left(C_{\Omega} D_{\Omega} D_{a}\right)^{1 / 2} \phi(\Omega)_{\alpha a} . \tag{3.7}
\end{align*}
$$

The symbols $F_{b}^{a}$ are a simple extension to a nonsimple reducible group of the so-called second kind $9 j$ symbols, and they may be expressed by two $6 j$ symbols,

$$
F_{b}^{a}=(-1)^{2[\Omega]+2[(1)]}\left\{\begin{array}{ccc}
\Lambda_{a}^{*} & \Lambda_{b} & \Lambda_{+} \\
1 & 1 & 1
\end{array}\right\}\left\{\begin{array}{ccc}
\Lambda_{a}^{*} & \Lambda_{b} & \Lambda_{+} \\
\Omega & \Omega & \Omega^{A}
\end{array}\right\}_{B 1}^{A}
$$

The $3 j$ symbols entering into the first $6 j$ symbol are ordinary, hence we omit the multiplicity indices and the indices $A(B)$ in the second one depend on the $a(b)$ [ 2.4 a$)-(2.4 \mathrm{c})$ and text below].

Lemma 1: Eigenvalues of the Hermitian $H$ matrix are the $\psi(\Omega)_{\alpha 1}$ coefficients.

Lemma 2: (a) The following equations for the $\psi(\Omega)_{\alpha a}$ are satisfied:

$$
\begin{equation*}
\psi(\Omega)_{\alpha a} U_{\alpha a}=\psi(\Omega)_{\alpha 1} U_{\alpha 1} \tag{3.8}
\end{equation*}
$$

where $U_{\alpha}=\left(U_{\alpha 1}, U_{\alpha 2}, \ldots, U_{\alpha 2 f+1-\eta}\right)$ are eigenvectors of the $H$ matrix or else the following is true.
(b) The $H$ matrix has the reducible form and here Eq. (3.8) touches only the index $a, \alpha$ occurring at the same block.

Proposition 1: (a) If relations (2.16) are preserved and all $\delta_{\alpha}$ symbols (2.5a)-(2.5e) are equal to 1 , then the matrix $H$ may be chosen in the so-called canonical form

$$
\begin{equation*}
H=H^{D}+G, \tag{3.9a}
\end{equation*}
$$

where $H^{D}$ is the diagonal matrix and $G$ is of the form

$$
G=\left[\begin{array}{cc}
0 & g  \tag{3.9b}\\
g^{+} & 0
\end{array}\right]
$$

Here all elements of the 0 matrix are equal to zero and the $g$ is a square $N \times N$-dimensional matrix for the $\operatorname{SP}(2 N)$ and $\mathrm{SO}(2 N)$ case
$g=\left[\begin{array}{cccccc}X_{1} & X_{2} & X_{3} & \cdots & & X_{N} \\ 0 & Q_{1} & 0 & \cdots & & 0 \\ \vdots & \vdots & \vdots & \cdots & & \vdots \\ 0 & 0 & 0 & \cdots & 0 & Q_{N}\end{array}\right]$,
and $g$ is an $N \times(N+1)$-dimensional matrix for the $\mathrm{SO}(2 N+1)$ case
$g=\left[\begin{array}{ccclccc}X_{1} & X_{2} & X_{3} & \cdots & & X_{N} & X_{0} \\ 0 & Q_{2} & 0 & \cdots & & 0 & 0 \\ \vdots & \vdots & \vdots & \cdots & & \vdots & \vdots \\ 0 & 0 & 0 & \cdots & 0 & Q_{N} & 0\end{array}\right]$.

For the diagonal elements of $H$ we have
$H_{a}^{a}= \begin{cases}\frac{1}{2}(2 f+1+\eta), & \text { if } a \geqslant 1, \\ 0, & \text { if } a=-1, \\ \frac{1}{2}(2 f+1-\eta), & \text { if } a \leqslant-2[\text { or } a=0 \\ & \text { for the } \operatorname{SO}(2 N+1) \text { case }]\end{cases}$

Here the following order of index $a$ is established: $1,2, \ldots, d_{+},-1,-2, \ldots,-d_{-},(0)$.
(b) If some $\delta_{\alpha}$ symbols are equal to zero, then the elements of $H$ outside the range of $a$ [see (2.6a) and (2.6b), (2.4a)-(2.4c) and the text below] vanish.

The proof of Lemma 1 is very simple. Here we obtain the relation $\operatorname{Tr}\left(H^{n}\right)=\Sigma_{\alpha}\left(\psi_{\alpha 1}\right)^{n}$ immediately from the unitarity relations (2.7a). Lemma 2 is derived from the relations

$$
\left(\psi(\Omega)_{\alpha 1}\right)^{n}=\sum_{\alpha}\left(H^{n}\right)_{1}^{a} \psi(\Omega)_{\alpha a},
$$

which are also obtained from the unitarity relations (2.7a).
Prooffor Proposition 1: (a) The whole space related with
index $a$ is decomposed into three subspaces $\mathscr{A}_{+}, \mathscr{A}_{0}, \mathscr{A}_{-}$ connected with three multiplicity spaces appropriate to the triads $\left\{\Omega, \Omega^{*}, \Lambda_{+}\right\},\left\{\Omega, \Omega^{*}, \Lambda_{0}\right\},\left\{\Omega, \Omega^{*}, \Lambda_{-}\right\}$[see (2.4a)(2.4c)], and a more general multiplicity transformation is $U^{+}\left(d_{+}\right) \times U^{0}(1) \times U^{-}\left(d_{-}\right)$. In fact, we may use only the $U^{+}\left(d_{+}-1\right) \times U^{0}(1) \times U^{-}\left(d_{-}\right)$transformation if relations (2.16) are preserved. Next, the diagonal blocks $H_{+}^{+}$, $H_{0}^{0}, H_{-}^{-}$, and $H_{0}^{+}, H_{+}^{0}$ are obtained by using (3.4)(3.6b), (3.2a)-(3.2d), (2.17), (2.18a), and (2.18b). The off-diagonal blocks $H_{0}^{-}, H^{0}$ are equal to zero from the general properties of $3 j$ coefficient. The appropriate choice for transformations $U^{+}\left(d_{+}-1\right)$ and $U^{-}\left(d_{-}\right)$may be done, and the off-diagonal block $H_{-}^{+}$according to (3.9c) or ( 3.9 d ) may be obtained. The proof of point $b$ will be put off to Sec. V.

## IV. THE OFF-DIAGONAL ELEMENTS OF THE H MATRIX AND THE SOLUTION FOR THE $\phi(\Omega)$ MATRIX

The dispersion equations for the $H$ matrix may be written in the form

$$
\begin{align*}
& -\frac{\Pi_{\omega_{a} \in[\omega]}\left[2\left(\omega-\omega_{\alpha}\right)\right]}{\Pi_{q_{b} \in[q]}\left[2 \omega+1-q_{b}\right]} \\
& \quad=-1+\sum_{a=1}^{N(0)} \frac{4\left|X_{a}\right|^{2}}{\left(2 \omega+1-q_{a}\right)\left(2 \omega+1-q_{-a}\right)}, \tag{4.1}
\end{align*}
$$

where the $(2 f+1-\eta)$-dimensional set

$$
[\omega]=\left[\omega_{1}, \omega_{2}, \ldots, \omega_{N}, \omega_{-1}, \omega_{-2}, \ldots, \omega_{-N},\left(\omega_{0}\right)\right]
$$

is defined by (2.18a) and (2.18b), (3.3a) and (3.3b) and we have

$$
\begin{align*}
& q_{1}=2 f+1  \tag{4.2a}\\
& q_{-1}=-\eta  \tag{4.2b}\\
& q_{a}=-q_{-a}=2\left(Q_{a}^{2}+\frac{1}{4}\right)^{1 / 2} \cdot \text { for } a=2,3, \ldots, N  \tag{4.2c}\\
& q_{0}=-1
\end{align*}
$$

Here $q_{0}\left(q_{-0} \equiv q_{-1}=1\right)$ is added only for the $\mathbf{S O}(2 N+1)$. Comparing the residues for different poles of the function in the left- and right-hand sides of Eqs. (4.1), we receive two different expressions for all terms $X_{a}=X\left(q_{a}\right)$, $\left(X_{a} \equiv X_{-a}=X\left(q_{-a}\right)\right) ;$

$$
\begin{align*}
\left|X_{a}\right|^{2}= & -\frac{1}{4} \prod_{\omega_{a} \in[\omega]}\left[2 \omega_{\alpha}+1-q_{a}\right] \\
& \times\left(\prod_{\substack{q_{b} \in[q] \\
q_{b} \neq q_{a} q_{-a}}}\left[q_{b}-q_{a}\right]\right)^{-1}, \tag{4.3a}
\end{align*}
$$

except the case $\operatorname{SO}(2 N+1)$ when for $a=-1$ we have

$$
\begin{equation*}
\left|X_{-1}\right|^{2}-f\left|X_{0}\right|^{2}=\frac{1}{8} \frac{\prod_{\alpha=1}^{N}\left(2 \omega_{a}\right)^{2}}{\prod_{b=2}^{N}\left(q_{b}^{2}-1\right)} \tag{4.3b}
\end{equation*}
$$

Similar modifications of (4.3a) should be done for the singular cases, i.e., when $q_{a}$ (for $a= \pm 2, \pm 3, \ldots, \pm N$ ) takes values $q_{1}, q_{-1}$, or $q_{0}$ or when they are equal to each other. A more simple formula for $X_{1}$ is derived if (2.17), (2.18a), (3.2a)-(3.2d), and (3.4)-(3.6b) are used:

$$
\begin{equation*}
X_{1}=\left\{\frac{2}{(2 f+1-\eta)} \sum_{\alpha=1}^{N}\left(\omega_{\alpha}^{2}-g_{\alpha}^{2}\right)\right\}^{1 / 2} \tag{4.3c}
\end{equation*}
$$

Next, comparing $X_{a}$ with $X_{-a}$ for $a=2,3, \ldots, N$ we obtain the following equation for $q$ :

$$
\begin{align*}
1= & \prod_{\alpha=1}^{N}\left[\frac{\left(2 \omega_{\alpha}+1-q\right)\left(2 \omega_{-\alpha}+1-q\right)}{\left(2 \omega_{\alpha}+1+q\right)\left(2 \omega_{-\alpha}+1+q\right)}\right] \\
& \times\left\{\begin{array}{l}
\left(q_{1}+q\right)\left(q_{-1}+q\right) /\left(q_{1}-q\right)\left(q_{-1}-q\right) \\
-\left(q_{1}+q\right) /\left(q_{1}-q\right)
\end{array}\right. \tag{4.4}
\end{align*}
$$

appropriate for the cases $\operatorname{SP}(2 N), \mathrm{SO}(2 N)$ (up case), or $\mathrm{SO}(2 N+1)$ (down case). For the down case we get $2 N-2$ roots $q_{2}=-q_{-2}, \ldots, q_{N}=-q_{-N}$, likewise as for the up case when one unphysical root $q=0$ should be removed. If $q_{a}=-q_{-a}, a=2,3, \ldots, N$, are found, then all elements of the $H$ are known, hence the components of the vectors $U_{\alpha}$ may be calculated immediately and from (3.2a)-(3.2d), (3.7), (3.8), and (2.10a) and (2.10b) we obtain

$$
\begin{align*}
\phi(\Omega)_{\alpha-1}= & P_{-1}\left(D_{\Omega}(2 f+1-\eta)\right)^{-1 / 2},  \tag{4.5a}\\
\phi(\Omega)_{\alpha a}= & \eta 4 Q_{a}\left\{\left(2 \omega_{\alpha}+1\right)^{2}-q_{a}^{2}\right\}^{-1} X_{a} \phi(\Omega)_{\alpha 1},  \tag{4.5b}\\
\phi(\Omega)_{\alpha-a}= & 2\left(2 \omega_{\alpha}+1+\eta\right)\left\{\left(2 \omega_{\alpha}+1\right)^{2}-q_{a}^{2}\right\}^{-1} \\
& \times\left(D_{\Lambda_{+}} / D_{\Lambda_{-}}\right)^{1 / 2} X_{a} \phi(\Omega)_{\alpha 1},  \tag{4.5c}\\
\phi(\Omega)_{\alpha 0}= & \left\{\omega_{\alpha}+1\right\}^{-1} X_{0}\left(D_{\Lambda_{+}} / D_{\Lambda_{-}}\right)^{1 / 2} \phi(\Omega)_{\alpha 1}, \tag{4.5d}
\end{align*}
$$

where the last component $\phi(\Omega)_{\alpha 0}$ only for the $\operatorname{SO}(2 N+1)$ case is included, and $Q_{a}=\frac{1}{2}\left(q_{a}^{2}-1\right)^{1 / 2}$ for $a=2,3, \ldots, N$ [see (4.2c)]. The phase for factors $X_{a}(a=2,3, \ldots, N)$ may be chosen [see (3.9c), and (3.9d), and proof of Proposition 1] so we may let $X_{a}=\left(\left|X_{a}\right|^{2}\right)^{1 / 2}$.

Proposition 2: All roots of Eq. (5.3) are real and if $2 \omega_{p}+1 \geqslant q_{1}>2 \omega_{p+1}+1$ then the positive roots values are bounded by inequalities

$$
\begin{array}{ll}
2 \omega_{a-1}-1 \geqslant q_{a} \geqslant 2 \omega_{a}+1, & \text { for } a=2,3, \ldots, p \\
2 \omega_{b}+1 \geqslant q_{b} \geqslant 2 \omega_{b}-1, & \text { for } b=p+1, p+2, \ldots, N
\end{array}
$$

and $q_{b}$ tends to $2 \omega_{b}-1\left(q_{-b} \rightarrow 2 \omega_{-b}+1\right)$ if $2 \omega_{b-1}-1$ tends to $2 \omega_{b}+1$.

From Proposition 2 follows that matrix elements $\phi(\Omega)_{\alpha a}$ are real and that right-hand sides of the relations (4.3a) are positive. The above conclusions also remain true for singular cases.

## V. SINGULAR CASE FOR 6j SYMBOLS

In this section we investigate all cases when $H$ and $\phi(\Omega)$ matrices are not, in fact, $(2 f+1-\eta)$ dimensional. The full agreement of the results obtained below with rules (2.5a)( 2.5 d ), ( 2.6 a ), and ( 2.6 b ) assumed by us in Sec. II is obtained.

Definition: We shall say that we have a singular case for the coefficients $6 j$ if any one of the following relations holds:

$$
\begin{align*}
& 2 \omega_{-\gamma}+1=-\left(2 \omega_{\gamma+1}+1\right),  \tag{5.1a}\\
& 2 \omega_{-N}+1=0  \tag{5.1b}\\
& 2 \omega_{-N}+\mathrm{i}=q_{-1},  \tag{5.1c}\\
& 2 \omega_{-N}+1=q_{0} . \tag{5.1d}
\end{align*}
$$

The following representation leads to the singular cases $A$, B, C, D:
(A) $\Omega_{i}=\Omega_{i+1}$,
(B) $\quad(\Omega)=\left(\Omega_{1}, \Omega_{2}, \ldots, \Omega_{N-1}, 0\right)$,
(C1)
$(\Omega)=\left(\Omega_{1}, \Omega_{2}, \ldots, \Omega_{N-1}, 0\right)$,
(C2a) $\quad(\Omega)=\left(\Omega_{1}, \Omega_{2}, \ldots, \Omega_{N-1}, 0\right)$,
(C2b) $\quad(\Omega)=\left(\Omega_{1}, \Omega_{2}, \ldots, \Omega_{N-2}, 0,0\right)$,
(D) $\quad(\Omega)=\left(\Omega_{1}, \Omega_{2}, \ldots, \Omega_{N-1}, \frac{1}{2}\right)$,
or if [for the $\operatorname{SO}(2 N)$ group only] $\Omega_{N-1}=-\Omega_{N}$,
for the $\mathrm{SO}(2 N+1)$ group,
for the $\mathrm{SP}(2 N)$ group,
for the $\mathrm{SO}(2 N)$ group,
for the $\mathrm{SO}(2 N)$ group,
for the $\mathrm{SO}(2 N+1)$ group .

The separation of set [ $\omega$ ] into two subsets should be done as follows:

$$
[\omega] \rightarrow[\omega]_{\text {in }} \oplus[\omega]_{\text {out }}
$$

where $\quad[\omega]_{\text {out }}=\left[\omega_{-\gamma}, \omega_{\gamma+1}\right]$ for case $\mathbf{A}$, $[\omega]_{\text {out }}=\left[\omega_{-N}, \omega_{0}\right] \quad\left(\omega_{-N}=\omega_{0}=-\frac{1}{2}\right)$ for case $B$, $[\omega]_{\text {out }}=\left[\omega_{-N}\right]$ for cases $\mathrm{C} 1, \mathrm{C} 2 \mathrm{a}$, and D , $[\omega]_{\text {out }}=\left[\omega_{-N+1}, \omega_{N}, \omega_{-N}\right]$ for case C2b (here we simultaneously have case A with respect to the pair $\omega_{-N+1}, \omega_{N}$ ).

Note 1: If more than one pair of [ $\omega_{-\gamma}, \omega_{\gamma+1}$ ] satisfying ( 5.1 A ) is found, or if ( 5.1 b ) or (5.1c) or ( 5.1 d ) is found simultaneously with (5.1a), then all of the above components should be included in $[\omega]_{\text {out }}$.

Now the following results are immediately found.
(1) The expressions $2 \omega+1$ for all $\omega$ belonging to $[\omega]_{\text {out }}$ are the roots of Eq. (4.4) for singular A, B, and all C cases. Hence for all cases the separation of $[q]$ into two parts should be done (5.2a), and the elements $[q]_{\text {out }}$ are obtained
from (5.2b), where all $\omega \in[\omega]_{\text {out }}$ are used:

$$
\begin{align*}
& {[q] \rightarrow[q]_{\text {in }} \oplus[q]_{\mathrm{out}}}  \tag{5.2a}\\
& q=2 \omega+1 \tag{5.2b}
\end{align*}
$$

(2a) For cases A and B we have $X_{N}\left(\equiv X_{-N}\right)=0$ (here the notation $[q]_{\text {out }}=\left[q_{N}, q_{-N}\right]$ is used).
(2b) For case D we obtain $X_{0}=0\left([q]_{\text {out }}=\left[q_{0}\right]\right)$.
(2c) For cases C 1 and C 2 a we have $Q_{N}=0$ (here the notation $[q]_{\text {out }}=\left[q_{N}\right]$ is used). For case C2b we obtain $Q_{N-1}=0, X_{N}=0\left([q]_{\text {out }}=\left[q_{N-1}, q_{N}, q_{-N}\right]\right)$.
(3) Except for case C2a we have $\phi(\Omega)_{\alpha 1}=0$ for all $\alpha$ such that $\omega_{\alpha} \in[\omega]_{\text {out }}$ [see (2.5a)-(2.5e) and the text below].
(4) For all singular cases the sets $[\omega]_{\text {in }},[q]_{\text {in }}$ may be used in Eq. (4.3a) instead of $[\omega]$ and $[q]$ if $X_{b}\left(q_{b} \in[q]_{\text {in }}\right)$ is calculated.

If the results of points (2) and (3) are substituted into
expressions (4.5b)-(4.5d), and also if Note 1 is taken into account, we obtain that the dimension of the square matrix $\phi(\Omega)$ is reduced [ except for case (C2a)]. The range of index $a$ may be chosen according to (2.6a) and (2.6b) and (2.4a)(2.4c) [see also the text below (2.4c)]. The range of the $\alpha$ index is reduced to such $\alpha$ that $\omega_{\alpha}$ belongs to $[\omega]_{\text {in }}$. to $[\omega]_{\text {in }}$.

For the case ( C 2 a ) the range of $\alpha$ remains unchanged for all equations (4.5a)-(4.5c) and the following modification for components $\phi(\Omega)_{\alpha N}$ should be done (here $Q_{N}=0$ ):

$$
\begin{equation*}
\phi(\Omega)_{\alpha N}=\left(\delta_{\alpha N}-\delta_{-\alpha N}\right)\left(2 D_{\Lambda_{+}} D_{\alpha}\right)^{-1 / 2} \tag{5.3}
\end{equation*}
$$

Formula (5.3) is obtained from the unitarity requirements (2.7b) rather than from (4.5b). It should be noticed for the above case that two eigenvalues of $H, \psi(\Omega)_{N 1}$ and $\psi(\Omega)_{-N 1}$, are equal and one of them belongs to the onedimensional block $H_{N}^{N}$ [see Lemma 2(b)].

## VI. SOLUTION FOR A SIMPLE CLASS OF REPRESENTATIONS

In this section we find explicit expressions for the cases when $(\Omega)=\left(\Omega_{1}^{p_{1}} \Omega_{2}^{p_{2}}\right)$. If the results of the previous section will be applied, we obtain that $[\omega]_{\text {in }}$ contains only four [or five for the $\mathrm{SO}(2 N+1)$ case, $\omega_{0}=-\frac{1}{2}$ ] elements noted here:

$$
\begin{align*}
& \omega_{\alpha}=\omega_{\alpha}^{\prime}+\frac{1}{2}\left(p_{\alpha}-1\right)  \tag{6.1}\\
& \omega_{ \pm 1}^{\prime}= \pm\left[\Omega_{1}+\frac{1}{2}\left(p_{1}+2 p_{2}+\delta\right)\right]  \tag{6.2a}\\
& \omega_{ \pm 2}^{\prime}= \pm\left[\Omega_{2}+\frac{1}{2}\left(p_{2}+\delta\right)\right] \tag{6.2b}
\end{align*}
$$

where $\delta=1,0,-1$, respectively, for cases $\mathrm{SP}(2 N)$, $\mathrm{SO}(2 N+1)$, and $\mathrm{SO}(2 N)$. The equation for $q=q_{2}$ becomes quadratic, and the following formulas are found:

$$
\begin{align*}
& \left(2 \omega_{\alpha}+1\right)^{2}-q_{2}^{2} \\
& \quad=p_{\alpha}\left(2 \omega_{\alpha}^{\prime}+p_{\alpha}+\delta\right)\left(2 \omega_{\alpha}^{\prime}-p_{\alpha}-2 p_{\beta}-\delta\right) \\
& \quad \times\left\{\left(\omega_{\alpha}^{\prime}+\frac{1}{2} N\right)^{2}-\omega_{\beta}^{2}\right\} / S  \tag{6.3}\\
& S=\frac{1}{2} C_{\Omega}=p_{1} \omega_{1}^{\prime 2}+p_{2} \omega_{2}^{\prime 2}+\frac{1}{4} N\left[(N+\delta)^{2}+p_{1} p_{2}\right],  \tag{6.4}\\
& Q_{2}^{A}=  \tag{6.5}\\
& \frac{1}{4}\left[N \prod_{\alpha=1}^{2}\left\{\left(2 \omega_{\alpha}^{\prime}\right)^{2}-\left(p_{\alpha}+\eta\right)^{2}\right\} / S\right]^{1 / 2},
\end{align*}
$$

$X_{2}^{A}=\left[p_{1} p_{2} / N \times H^{4}\left(\omega_{1}^{\prime}, \omega_{2}^{\prime}\right) / S\right]^{1 / 2}$,
$H^{4}\left(\omega_{1}^{\prime}, \omega_{2}^{\prime}\right)=\left[\left(\omega_{1}^{\prime}+\frac{1}{2} N\right)^{2}-\omega_{2}^{\prime 2}\right]\left[\left(\omega_{1}^{\prime}-\frac{1}{2} N\right)^{2}-\omega_{2}^{\prime 2}\right]$,
$Q_{2}^{B}=\frac{1}{4}\left[\Pi_{B} / S\right]^{1 / 2}$,
$\Pi_{B}=\frac{1}{2}\left(N-\frac{1}{2}\right) \prod_{\alpha=1}^{2}\left\{\left(2 \omega_{\alpha}^{\prime}\right)^{2}-\left(p_{\alpha}+1\right)^{2}\right\}$
$+\frac{1}{2}\left(N+\frac{1}{2}\right) \prod_{\alpha=1}^{2}\left\{\left(2 \omega_{\alpha}^{\prime}\right)^{2}-\left(p_{\alpha}-1\right)^{2}\right\}$,
$X_{2}^{B}=X_{2}^{A}\left[N \prod_{\alpha=1}^{2}\left\{\left(2 \omega_{\alpha}^{\prime}\right)^{2}-p_{\alpha}^{2}\right\} / \Pi_{B}\right]^{1 / 2}$,
$X_{0}^{B}=\frac{1}{4}\left[\frac{1}{2 N+1} \prod_{\alpha=1}^{2}\left\{\left(2 \omega_{\alpha}^{\prime}\right)^{2}-\left(p_{\alpha}+1\right)^{2}\right\}\right]^{1 / 2}\left(Q_{2}^{B}\right)^{-1}$.

Index $A$ in the above expressions is referred to the $\mathrm{SP}(2 N)$ and $\operatorname{SO}(2 N)$ cases and index $B$ to the $\operatorname{SO}(2 N+1)$ case. In formula (6.3) we let $\omega_{\beta}^{\prime 2}=\omega_{2}^{\prime 2}, p_{\beta}=p_{2}$ if $\alpha= \pm 1$, and $\omega_{\beta}^{\prime 2}=\omega_{1}^{\prime 2}, p_{\beta}=p_{1}$ if $\alpha= \pm 2$.

The above expressions should be substituted into (4.5b) and ( 4.5 c ) or into $(4.5 \mathrm{~b})-(4.5 \mathrm{~d})$ for the $\mathrm{SO}(2 N+1)$ case. Also if (3.2a)-(3.2d) and (4.5a) will be added, then we obtain all elements of the $\phi(\Omega)$ matrix.
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Algebraic time-ordering techniques for $\mathrm{SU}(2)$ and $\mathrm{SU}(1,1)$ coherence preserving Hamiltonians are reviewed. The link with Bloch-type equations is pointed out and the extension of the method to higher groups is briefly discussed.

## I. INTRODUCTION

The search for methods that allow the analytical treatment of many problems in quantum optics is under active consideration. In fact, the numerical analysis of the dynamical behavior of a quantum system undergoing a strong and time-dependent interaction may be expensive and it could miss, in some cases, the essential features of the problem. Analytical methods, whenever possible, can therefore offer a more appropriate solution, providing also a deeper understanding of the physics problem under study.

We recall that exact solutions have indicated their powerfulness by elucidating, e.g., the dynamic of three-level atoms ${ }^{1}$ or by providing a more clear understanding of the physical features of two-level atoms interacting with symmetric pulses. ${ }^{2}$ These are just two examples that have effectively shown how a clever mathematical formulation of a physics problem has been a precious tool to indicate new and previously unsuspected features and to prove the underlying connection to other seemingly unrelated fields.

The usefulness of rigorous algebraic methods applied to the time-ordering problems has been emphasized by the present authors in a number of recently published papers. ${ }^{3-6}$ In particular, it has been shown that the analytical expression of the evolution operator can be obtained for Hamiltonians written as time-dependent linear combination of the generators of the $\mathrm{SU}(2)$ (Ref. 3) and $\mathrm{SU}(1,1)$ (Ref. 4) groups.

Furthermore, the method has been applied to more complicated time-dependent Hamiltonians involving the SU(1,1) and Weyl-Heisenberg groups ${ }^{5}$ and later SU(3) (Ref. 6).

The keynote of the above papers has been the rediscovery, and the suitable rehandling, of the Wei-Norman algebraic method. ${ }^{7}$

It is, however, well known that the dynamic of a quantum system ruled by a $\mathbf{S U}(2)$ or $\operatorname{SU}(1,1)$ Hamiltonian can be treated using, in the Heisenberg picture, a set of equations known as the torque Bloch equations. ${ }^{8,9}$ A natural question can be therefore the following: "Is it possible to recover a Bloch-type dynamic from the characteristic equations of the $\mathrm{SU}(2)$ and $\operatorname{SU}(1,1)$ time-ordering procedure?"

In this paper we show that this is possible and we dwell on this aspect of the problem because it may allow a generalization of the ordering theorems, e.g., the $\mathrm{SU}(n)$ case, in a rather straightforward way. We will finally add some com-

[^7]ments on the possibility of getting a "global" exact solution for the problem of $\operatorname{SU}(2)$ and $S U(1,1)$ dynamics. By global exact solution we mean the analytical expression of the evolution operator and a closed form of the wave functions describing the time behavior of $\operatorname{SU}(2)$ and $\operatorname{SU}(1,1)$ states.

The paper consists of three sections. In Sec. II we show how Bloch-type equations can be derived from the characteristic equations of the time-ordering procedure. In Sec. III we indicate under what conditions a full analytical expression of the evolution operator can be obtained and we also calculate the most general form of the wave functions for both $S U(2)$ and $S U(1,1)$ states. Finally in the Appendix we show how the characteristic functions of the ordering procedure are linked to the average values of the $S U(2)$ and SU( 1,1 ) generators.

## II. TIME ORDERING AND LINK WITH THE BLOCH-TYPE DYNAMICS

In Refs. 3 and 4 we have shown that the evolution operator for a quantum system driven by a Hamiltonian of the type

$$
\begin{equation*}
\widehat{H}(t)=\frac{\omega(t)}{2} \widehat{F}_{0}+\Omega^{*}(t) \widehat{F}_{+}-\Omega(t) \widehat{F}_{-} \quad(\hbar=1) \tag{2.1}
\end{equation*}
$$

can be written as follows:

$$
\begin{align*}
\widehat{U}\left(t, t_{0}\right)= & \exp \left\{\left[h(t)-\frac{i}{2} \int_{t_{0}}^{t} \omega(\tau) d \tau\right] \hat{F}_{0}\right\} \\
& \times \exp \left\{g(t) \hat{F}_{+}\right\} \exp \left\{f(t) \widehat{F}_{-}\right\} \hat{I}^{\prime} \tag{2.2}
\end{align*}
$$

The operators $\hat{F}$ obey the following rules of commutation:

$$
\begin{equation*}
\left[\widehat{F}_{0}, \widehat{F}_{ \pm}\right]= \pm 2 \widehat{F}_{ \pm}, \quad\left[\widehat{F}_{+}, \widehat{F}_{-}\right]=-\delta \widehat{F}_{0} \tag{2.3}
\end{equation*}
$$

and can be identified with the $\operatorname{SU}(2)$ or $\operatorname{SU}(1,1)$ generators according to whether $\delta= \pm 1$ (see Ref. 10 for further comments). The functions $\omega(t)$ and $\Omega(t)$ are nonsingular functions of time, real and complex, respectively. Furthermore, the $\omega(t), \Omega(t), \Omega^{*}(t)$, and $h, g, f$ functions are linked by the system of differential equations

$$
\begin{align*}
\dot{h}(t)= & \delta g(t) \dot{f}(t) \\
\dot{g}(t)= & -i \Omega^{*}(t) \exp \left\{-2 h(t)+i \int_{t_{0}}^{t} \omega(\tau) d \tau\right\} \\
& -\dot{h}(t) g(t)  \tag{2.4}\\
\dot{f}(t)= & i \Omega(t) \exp \left\{2 h(t)-i \int_{t_{0}}^{t} \omega(\tau) d \tau\right\} \\
\left(h\left(t_{0}\right)=\right. & \left.g\left(t_{0}\right)=f\left(t_{0}\right)=0\right)
\end{align*}
$$

It is well known that the above system can be solved once a single Riccati equation for $\dot{h}$ can be solved. ${ }^{7}$ It is more convenient, for the present purposes, to introduce the new functions

$$
\begin{align*}
& \mathscr{H}^{*}=e^{-h *}, \quad \mathscr{H}^{*}\left(t_{0}\right)=1, \quad \dot{\mathscr{H}}^{*}\left(t_{0}\right)=0 \\
& \mathscr{F}=f e^{-h}, \quad \mathscr{F}\left(t_{0}\right)=0, \quad \dot{\mathscr{F}}\left(t_{0}\right)=i \Omega\left(t_{0}\right), \tag{2.5}
\end{align*}
$$

which, as immediately verified from (2.4), obey the following second-order differential equations:

$$
\begin{align*}
& \ddot{\mathscr{O}}^{*}+\left[\left(-\dot{\Omega}^{*} / \Omega^{*}\right)-i \omega\right] \dot{\mathscr{H}}^{*}+\delta|\Omega|^{2} \mathscr{H}^{*}=0, \\
& \ddot{\mathscr{F}}+[(-\dot{\Omega} / \Omega)+i \omega] \dot{\mathscr{F}}+\delta|\Omega|^{2} \mathscr{F}=0 . \tag{2.6}
\end{align*}
$$

Equations (2.6) have a very familiar form, for $\delta=1$ they reproduce indeed the well-known equations for the two-level atom amplitude probabilities, ${ }^{8}$ while the $\delta=-1$ case is encountered in the analysis of two photon processes. ${ }^{9}$ We can cast the motion equations of $\mathscr{F}^{\text {a }}$ and $\mathscr{H}^{*}$ in the form of a Bloch-type torque equation by embedding these functions as follows:

$$
\begin{align*}
& W=|\mathscr{F}|^{2}-\delta|\mathscr{H}|^{2} \\
& U=\sqrt{ } \delta[\mathscr{F} \mathscr{H}+\mathscr{F} * \mathscr{H} *]  \tag{2.7}\\
& V=-i \sqrt{ }=\mathscr{F} \mathscr{H}-\mathscr{F} * \mathscr{H} *]
\end{align*}
$$

Identifying ( $U, V, W$ ) as the components of a vector $\mathscr{M}_{\delta}$, we find

$$
\begin{equation*}
\dot{\mathscr{M}}_{\delta}=\boldsymbol{\Omega}_{\delta} \times \mathscr{M}_{\delta} \tag{2.8}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathbf{\Omega}_{\delta} \equiv\left[2 \delta^{3 / 2} \operatorname{Re} \Omega, 2 \delta^{3 / 2} \operatorname{Im} \Omega, \omega\right] \tag{2.9}
\end{equation*}
$$

(where $\operatorname{Re} \Omega$ and $\operatorname{Im} \Omega$ are, respectively, the real and imaginary part of $\Omega$ ). A particularly interesting consequence is the following law of conservation:

$$
\begin{equation*}
|\mathscr{F}|^{2}+\delta|\mathscr{H}|^{2}=\delta \tag{2.10}
\end{equation*}
$$

The physical meaning of the vector $\mathscr{M}_{\delta}$ is clarified in the Appendix, where it is shown that

$$
\begin{align*}
& W \propto-\left\langle\hat{F}_{0}\right\rangle, \quad U \propto-\left(\left\langle\hat{F}_{+}\right\rangle-\left\langle\hat{F}_{-}\right\rangle\right), \\
& V \propto i\left(\left\langle\hat{F}_{+}\right\rangle-\left\langle\hat{F}_{-}\right\rangle\right) . \tag{2.11}
\end{align*}
$$

A few comments are now in order. When $\delta=1$, Eqs. (2.8) are the ordinary Bloch equations and describe a rotation in Euclidean space. When $\delta=-1$, Eqs. (2.8) can be identified as the $\operatorname{SU}(1,1)$ Bloch equations introduced in Ref. 9 and can be understood as the rotation of the pseudovector $\mathscr{M}_{-1}$ in a Lobatchevsky space. [To be more precise when $\delta=-1$, the motion equations are relevant to be an $O(2,1)$ space structure.] Furthermore, the relation (2.10) states the conservation of the "norm" of the vector $\mathscr{M}_{\delta}$. [It can be easily proved that the norm of $\mathscr{M}_{\delta}$ is linked to the average value of the Casimir invariants of both $\mathbf{S U}(2)$ and $\mathbf{S U}(1,1)$ groups.]

Let us now briefly discuss the relevance of the above results to derive time-ordering relations for higher-order groups. It has been shown that Bloch-type equations can be written for the $\mathrm{SU}(n)$ case too, under the form of a torque equation in a ( $n^{2}-1$ )-dimensional space. ${ }^{1}$ It has also been proved that an ordering procedure of the type discussed in the paper can be exploited for the $\mathrm{SU}(3)$ group too. ${ }^{6}$ We make therefore the following conjecture: a one to one corre-
spondence may be found between the generalized Bloch vector components and a suitable combination of the $\mathscr{F}$ and $\mathscr{H}$ functions, entering the ordered form of the evolution operator for a $\operatorname{SU}(n)$ coherence preserving Hamiltonian. As a consequence, the $\mathrm{SU}(n) \mathscr{H}$ and $\mathscr{F}$ functions can be cast in the form of a torque equation in a ( $n^{2}-1$ )-dimensional space. We have an indication that the conjecture is true for the $\operatorname{SU}(3)$ case. If proved true, in general the hypothesized correspondence may be a powerful tool in solving quite straightforwardly the time-ordering problems, or in general the disentangling problem, for the Hamiltonians linear combinations of $\operatorname{SU}(n)$ operators.

## III. EXACT SOLUTIONS

We have already mentioned the possibility of obtaining what we have called a global exact solution for the problem under study.

To this aim we should specify: (a) under what conditions can Eqs. (2.6) be solved exactly, and (b) what is the form of the wave function of quantum states ruled by the Hamiltonian (2.1)?

In view of the fact that the Eqs. (2.6) are similar to those encountered in studying two-level systems, we can clarify the first point by generalizing the technique developed by Bambini and Berman. ${ }^{2}$ The method consists in mapping Eqs. (2.6) onto the hypergeometric equation (i.e., $\left.Z(1-Z) y^{\prime \prime}+[\gamma-(\alpha+\beta+1) Z] y^{\prime}-\alpha \beta y=0\right)$, by means of a change of variables $Z=Z(t)$. Thus getting [e.g., for the second of Eqs. (2.6)]

$$
\begin{equation*}
\mathscr{F}^{\prime \prime}+\frac{d / d t \ln (\dot{Z} / s)-i(\dot{\phi}-\omega)}{\dot{Z}^{\prime}}+\frac{\delta s^{2}}{\dot{Z}^{2}} \mathscr{F}=0 \tag{3.1}
\end{equation*}
$$

(We assume a "chirped" pulse $\Omega=s e^{i \phi(t)}$ and the prime means derivative with respect to $Z$.)

To map (2.1) onto the hypergeometric equation we must require that when $t$ ranges from $-\infty$ to $+\infty$ the new variable $Z$ ranges from 0 to 1 , and furthermore

$$
\begin{align*}
& \frac{\delta s^{2}}{\dot{Z}^{2}}=-\frac{\alpha \beta}{Z(1-Z)} \\
& \dot{Z}=Z(1-Z)[i \omega-i \dot{\phi}] /\left[\gamma-\frac{1}{2}-(\alpha+\beta) Z\right], \tag{3.2}
\end{align*}
$$

where $\alpha, \beta$, and $\gamma$ are the characteristic parameters of the hypergeometric equation.

Since we are free to fix both the form of the frequency and of the chirping, we impose (see also Ref. 11)

$$
\begin{align*}
& \dot{Z}=Z(1-Z) \\
& i(\omega-\dot{\phi})=\gamma-\frac{1}{2}-(\alpha+\beta) Z \tag{3.3}
\end{align*}
$$

Because $\omega$ and $\phi$ are real functions we must impose

$$
\begin{equation*}
\gamma=i \mu+\frac{1}{2}, \quad \alpha=i \lambda, \quad \beta=i \eta \tag{3.4}
\end{equation*}
$$

which amounts to

$$
\begin{equation*}
\omega-\dot{\phi}=\mu-(\lambda+\eta) Z \tag{3.5}
\end{equation*}
$$

The quantity $s^{2} / \dot{Z}^{2}$ is positive, therefore using the first equation of (3.2) and (3.4) two conditions follow: if $\delta=-1$ then $\lambda \eta<0$ and if $\delta=1$ then $\lambda \eta>0$. In both cases, however, from (3.2) and (3.3) we obtain

$$
\begin{align*}
& Z=\frac{1}{4} \operatorname{sech}^{2} t / 2, \quad s=|\lambda \eta|^{1 / 2} \operatorname{sech}(t / 2) \\
& \omega-\dot{\phi}=\mu-(\lambda+\eta)\left[e^{t} /\left(1+e^{t}\right)\right] \tag{3.6}
\end{align*}
$$

Finally the solution of (3.1) can be written as

$$
\begin{align*}
\mathscr{F}_{\delta}= & A_{2} F_{1}\left[i \lambda, i \mu, \frac{1}{2}+i \mu, e^{t} /\left(1+e^{t}\right)\right] \\
& +B\left[e^{t} /\left(1+e^{t}\right)\right]^{(1 / 2-i \mu)}{ }_{2} F_{1}[i(\lambda-\mu) \\
& \left.+\frac{1}{2}, i(\eta-\mu)+1, \frac{3}{2}-i \mu, e^{t} /\left(1+e^{t}\right)\right] \tag{3.7}
\end{align*}
$$

where $A$ and $B$ are constants and ${ }_{2} F_{1}(\cdot)$ is the hypergeometric function. Note that a similar solution can also be obtained for $\mathscr{H}^{*}$. What is interesting in the above results is that the sech-type pulse and its generalization allow exact solutions even for the $\operatorname{SU}(1,1)$ case.

We now treat statement (b) and the main problem will be the search for a closed expression for the matrix elements of the evolution operator.

We discuss separately the $\operatorname{SU}(2)$ and $\operatorname{SU}(1,1)$ cases.
(a) $\mathbf{S U}(2)$ : The wave function describing the evolution of states driven by a Hamiltonian of the type (2.1), where the $\widehat{F}$ have been identified as the generators of the $\mathrm{SU}(2)$ group ( $\left.\hat{F}_{0}=2 J_{3}, \hat{F}_{+}=\hat{J}_{+}, \hat{F}_{-}=-\hat{J}_{-}\right)$, can be expressed as a linear superposition of angular momentum states

$$
\begin{equation*}
|\Psi(t)\rangle=\sum_{m=-J}^{J} C_{m}(t)|J, m\rangle \tag{3.8}
\end{equation*}
$$

The form of the time-dependent coefficients $C_{m}$ depends on both the wave function initial values and on the "scattering matrix" $S\left(t, t_{0}\right)$ through the relation

$$
\begin{equation*}
C_{m}(t)=\sum_{m=-j}^{J} S_{m, n}\left(t, t_{0}\right) C_{m}\left(t_{0}\right), \tag{3.9}
\end{equation*}
$$

and the matrix elements $S_{m, n}\left(t, t_{0}\right)$ are given by

$$
\begin{equation*}
S_{m, n}\left(t, t_{0}\right)=\langle J, n| \hat{U}\left(t, t_{0}\right)|J, m\rangle \tag{3.10}
\end{equation*}
$$

A straightforward but tedious application of the angular momentum operators properties, yields for $S_{m, n}$ the following expression ( $t_{0}=0$ ):

$$
\begin{align*}
& S_{m, n}(t)= {\left[\binom{J+n_{>}}{J+n_{<}}\binom{J-n_{<}}{J-n_{>}}\right]^{1 / 2} \exp \left\{- \text { in } \int_{0}^{t} \omega(\tau) d \tau\right\} } \\
& \times \mathscr{H}-(n+m)[\operatorname{sgn}(n-m)|\mathscr{F}|]^{n}-n_{<} \\
& \times \exp \{i \chi(n-m)\}_{2} F_{1}\left[-J-n_{<},\right. \\
&\left.J-n_{<}+1 ; n_{>}-n_{<}+1,|\mathscr{F}|^{2}\right] \\
& {\left[\chi=\arg (\mathscr{F}), \quad n_{>}=\max (m, n), \quad n_{<}=\min (m, n)\right] . } \tag{3.11}
\end{align*}
$$

Therefore once $\mathscr{H}$ and $\mathscr{F}$ are analytically known the problem is completely solved.
(b) $\mathrm{SU}(1,1)$ : In this case the procedure is almost similar to the previously described one. Once the $\widehat{F}$ generators are recognized as those of the $\operatorname{SU}(1,1)$ group ( $\widehat{F}_{0}=2 \widehat{K}_{0}$, $\widehat{F}_{+}=\widehat{K}_{+}, \widehat{F}_{-}=-\widehat{K}_{-}$), the wave function describing the evolution of the quantum system ruled by the Hamiltonian (2.1) can be expanded as

$$
\begin{equation*}
|\Psi(t)\rangle=\sum_{n=0}^{\infty} C_{n}(t)|n, k\rangle \tag{3.12}
\end{equation*}
$$

where the states $|n, k\rangle$ diagonalize the compact generator $\hat{K}_{0}$ as $\widehat{K}_{0}|n, k\rangle=(n+k)|n, k\rangle$ and furthermore, $\hat{K}_{+}|n, k\rangle$ $=[(n+1)(n+2 k)]^{1 / 2}|n+1, k\rangle, \quad \widehat{K}_{-}|n, k\rangle=[n(n$ $+2 k-1)]^{1 / 2}|n-1, k\rangle$. Finally, $k$ is the Bergman index specifying the eigenvalue of the Casimir invariant. ${ }^{10}$

The explicit form of the coefficients $C_{m}(t)$ depends on the matrix element

$$
\begin{equation*}
S_{m, n}\left(t, t_{0}\right)=\langle n, k| \hat{U}\left(t, t_{0}\right)|m, k\rangle \tag{3.13}
\end{equation*}
$$

which for $t_{0}=0$ reads

$$
\begin{align*}
S_{m, n}(t)= & {\left[\binom{n_{>}}{n_{<}}\binom{n_{>}+2 k-1}{n_{<}+2 k-1}\right]^{1 / 2} \exp \left\{-i(n+k) \int_{0}^{t} \omega(t) d t\right\} } \\
& \times \mathscr{H}-(n+m+2 k)[\operatorname{sgn}(n-m)|\mathscr{F}|]^{n}-n_{<} \exp \{i \chi(n-m)\} \\
& \times{ }_{2} F_{1}\left(-n_{<},-n_{<}-2 k+1 ; n_{>}-n_{<}+1 ;-|\mathscr{F}|^{2}\right) \tag{3.14}
\end{align*}
$$

This last relation completes our short analysis of the exact solutions for $\mathrm{SU}(2)$ and $\mathrm{SU}(1,1)$ problems.

Let us now summarize the results of the present paper.
(1) We have cast the characteristic equations of SU (2) and $S U(1,1)$ time-ordering in a Bloch-type form.
(2) We have indicated the conditions under which the evolution operator can be calculated analytically.
(3) We have written the expression of the "scattering matrix" for both $S U(2)$ and $S U(1,1)$ state dynamics.
Similar considerations relevant to the $\mathrm{SU}(3)$ group will be published elsewhere. ${ }^{6}$
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## APPENDIX: EXPECTATION VALUES

In this appendix we sketch the derivation of Eqs. (2.11). The evolution operator in the interaction picture takes the form

$$
\begin{equation*}
\widehat{U}_{\mathrm{int}}=\exp \left\{2 h \widehat{F}_{0}\right\} \exp \left\{g(t) \hat{F}_{+}\right\} \exp \left\{f(t) \widehat{F}_{-}\right\} \hat{I} \tag{A1}
\end{equation*}
$$

and the functions, $h, f$, and $g$ are defined by the system (2.4). The average value of the operators $\widehat{F}_{0}, \widehat{F}_{+}$, and $\widehat{F}_{-}$can be evaluated by means of the dot product

$$
\begin{equation*}
\langle | \widehat{U}_{\text {Int }}^{-1} \widehat{F}_{0, \pm} \widehat{U}_{\text {Int }}| \rangle, \tag{A2}
\end{equation*}
$$

where 〈 | denotes the initial state assumed for sake of simplicity to be an eigenstate of the operator $\widehat{F}_{o}$.

The explicit expression of the evolution operator in the adopted representation and the commutation rules relevant
to the algebra involved provide us with the following relations between the components of the vector $\mathscr{M}_{\delta}$ and the average values of the $\widehat{F}$ generators:

$$
\begin{align*}
& \left\langle\widehat{F}_{0}(t)\right\rangle=(1-2 \delta f g)\left\langle\widehat{F}_{0}(0)\right\rangle \\
& \left\langle\widehat{F}_{+}(t)\right\rangle=-\delta f e^{-2 h}\left\langle\widehat{F}_{0}(0)\right\rangle  \tag{A3}\\
& \left\langle\widehat{F}_{-}(t)\right\rangle=\delta g e^{2 h}(1-\delta f g)\left\langle\widehat{F}_{0}(0)\right\rangle
\end{align*}
$$

$\left\langle\widehat{F}_{0}(0)\right\rangle$ denoting the initial average value of the operator $\widehat{F}_{0}$. By introducing the function

$$
\begin{equation*}
\mathscr{G}=g e^{h} \tag{A4}
\end{equation*}
$$

which by means of Eqs. (2.4) can be immediately recognized as the conjugate of the $\mathscr{F}$ one, defined by Eq. (2.5): $\mathscr{G}=\mathscr{F}^{*}$, we can recast the above relations as

$$
\begin{align*}
& \left\langle\hat{F}_{0}(t)\right\rangle=-\delta W\left\langle\widehat{F}_{0}(0)\right\rangle \\
& \left\langle\widehat{F}_{+}\right\rangle+\left\langle\widehat{F}_{-}\right\rangle=-i V V\left\langle\hat{F}_{0}(0)\right\rangle, \tag{A5}
\end{align*}
$$

$$
\left\langle\hat{F}_{+}\right\rangle-\left\langle\hat{F}_{-}\right\rangle=-\sqrt{ } \delta U\left\langle\widehat{F}_{0}(0)\right\rangle
$$

and thus the relation (2.11) is proved.
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#### Abstract

The algebraic dynamics of systems with long-range (instantaneous) interactions requires an enlargement of the (quasi) local algebra which, in most relevant cases, includes variables at infinity that enter in an essential way in the time evolution of local variables. The mathematical structures emerging for the treatment of long-range dynamics are investigated also in connection with spontaneous symmetry breaking.


## I. INTRODUCTION

The algebraic treatment of quantum dynamical systems with short-range or local interactions has been the subject of many investigations and basic structures, like time evolution of local field algebras, the definition of symmetries, and their spontaneous breaking, have been clarified also in connection with the thermodynamical limit. ${ }^{1}$

The situation is less under control in the case of longrange interactions and in general when the finite volume dynamics $\alpha_{V}^{t}$ does not converge in norm, as $V \rightarrow \infty$. The case in which $\alpha_{V}^{t}$ converges weakly and suitable conditions are satisfied in a given representation of the field algebra has been discussed in literature. ${ }^{2}$ The emphasis is on the conditions of a certain (uniform) convergence of the correlation functions and the algebraic structure is somewhat lost. A general algebraic framework based on a family of physical states and the associated weak topology has been suggested and discussed later by Sewell. ${ }^{3}$ From the point of view of the resulting general mathematical structure our Sec. II can be regarded as a development of a number of problems which are behind Sewell's structure. In particular, the relation between the algebraic dynamics and the symmetries of the finite volume (or infrared cutoff) dynamics has not been discussed in the previous approaches. ${ }^{2,3}$ Also the role played by the algebra of essential localization and its connection with the enlargement of the family of relevant states (see Sec. VI) has not been discussed in the previous approaches. ${ }^{2,3}$ These questions are the main motivation for this paper also in connection with the phenomenon of symmetry breaking without Goldstone's modes. (A short account of the basic structures which characterize long-range dynamics with emphasis on the phenomenon of energy gap generation has been given in Ref. 4. Here the attention is on the mathematical aspects.)

The result of our analysis is that the algebraic dynamics of systems with long-range (instantaneous) interactions requires an enlargement of the (quasi) local algebra by including limits with respect to a weak topology defined by a family of "relevant" states.

The nontrivial structure of such family, especially in the presence of symmetries, gives rise to an algebra with a nontrivial center, which enters in an essential way in the dynamics.

## II. TIME EVOLUTION WITH LONG-RANGE INSTANTANEOUS INTERACTIONS

In this section we discuss a general algebraic framework for describing systems with long-range instantaneous inter-
actions. The basic problem is to describe dynamical variables as elements of a suitable algebra $\mathscr{B}$ and states as positive linear functionals on such an algebra, in such a way that the time evolution is described by an automorphism group of $\mathscr{B}$. From a constructive point of view, one starts with a net of Von Neumann algebras $\mathscr{A}_{V}$ associated to the finite volumes $V$. Space translations $\alpha_{x}$ are generally defined as automorphisms of the "local algebra"

$$
\mathscr{A}_{0} \equiv \cup_{V} \mathscr{A}_{V}
$$

The dynamics is defined in terms of finite volume dynamics $\alpha_{V}^{t}$ which act as one-parameter groups of automorphisms of $\mathscr{A}_{0}$, or more generally of its norm closure $\mathscr{A}$. Typically $\alpha_{V}^{t}$ are generated by finite volume Hamiltonians $H_{V}$ affiliated to $\mathscr{A}_{0} ;$ more generally $\alpha_{V}^{t}$ may describe the dynamics corresponding to an interaction with an infrared cutoff $V$. Eventually, one has to take the limit $V \rightarrow \infty$.

For interactions with finite propagation speed, for any $A \in \mathscr{A}_{0}, \alpha_{V}^{t}(A)$ becomes independent of $V$, for $V$ large enough, and it defines the time evolution $\alpha^{t}$ as an automorphism of $\mathscr{A}_{0}$. More generally, for interactions with sufficiently short range, $\alpha_{V}^{t}(A)$ converges in norm ${ }^{4}$ to an automorphism group of $\mathscr{A}$. For spin systems with two-body interaction, the potential must decay faster than $|\mathbf{x}|^{-3}$ (Ref. 5).

In the case of long-range (instantaneous) interactions, in particular for spin systems with potentials decaying slower than $|\mathbf{x}|^{-3}$, the finite volume dynamics $\alpha_{V}^{i}$ do not converge in norm and a weaker topology is needed. Physical considerations would suggest that the expectation values of $\alpha_{V}^{t}(A)$ converge. The convergence for any state over the algebra $\mathscr{A}$ coincides with the weak convergence with respect to the dual $\mathscr{A}^{\prime}$, and it defines $\alpha^{t}(A)$ as an element of $\mathscr{A}^{\prime \prime}$, the universal Von Neumann algebra of $\mathscr{A}$. In all interesting cases, however, the time evolution for large $V$ involves strongly delocalized variables, the expectation values of which converge only if the states are sufficiently regular at infinity. A detailed discussion of (physically relevant) models which exhibit such phenomena is deferred to subsequent papers. Typical examples are the BCS model, ${ }^{6,7}$ the Kibble model, ${ }^{4}$ and a large class of mean field spin models. ${ }^{6}$

As a matter of fact, both for gauge theories and for many body nonrelativistic systems, simple physical considerations indicate that the definition of the algebra itself (of dynamical variables) makes implicit reference to a class of states. In both cases it is therefore natural to associate to a system an
algebra of dynamical variables and a class of states $F$, which are at the basis of the physical interpretation of such an algebra. In this perspective, it is natural to require that $\alpha_{V}^{t}$ converges weakly with respect to the above class of states. To make the above framework more precise we consider a family $F$ of continuous linear functionals over $\mathscr{A}$ with the following properties: (1) $F$ is closed under linear combinations; (2) $F$ is norm closed and separating, i.e., $\phi(A)=0, V \phi \in F$, implies $A=0$; and (3) $F$ is "stable under local operations" in the sense that if $\phi \in F$, also $\phi_{A B}(\cdot) \equiv \phi(A \cdot B)$, with $A, B \in \mathscr{A}$, belongs to $F$. The positive part $F^{+}$of $F$ is thus a full folium as in Ref. 8. These states can be taken to be normal states when restricted to the Von Neumann algebras $\mathscr{A}_{V}$. We denote by $\tau_{F}$ the weak topology defined by $F$ on $\mathscr{A}^{\prime \prime}$, the universal Von Neumann algebra of $\mathscr{A} ;$ in particular $\tau_{F}$ is a weak topology for $\mathscr{A} \subset \mathscr{A}^{\prime \prime}$.

The resulting structure is characterized by the following propositions.

Proposition 2.1: Let $F$ be a family of linear functionals on $A$ with properties (1), (2), (3). Then there exists a central projector $E$ of the universal Von Neumann algebra $\mathscr{A}^{\prime \prime}$ such that the elements $\phi$ of $F$ are characterized as

$$
\phi(\cdot)=\psi(E \cdot), \quad \psi \in \mathscr{A}^{\prime}
$$

The closure $\mathscr{M}$ of $\mathscr{A}$, with respect to the weak topology defined on $\mathscr{A}^{\prime \prime}$ by $F$, is a Von Neumann algebra isomorphic to the subalgebra $E \mathscr{A}^{\prime \prime} \subset \mathscr{A}^{\prime \prime}$. The weak topology $\tau_{F}$ defined by $F$ on $\mathscr{M}$, coincides with the ultraweak topology defined on $\mathscr{M}$ by the subspace $\mathscr{H}_{F}=E \mathscr{H}, \mathscr{H}$ being the space of the universal representation of $\mathscr{A}$. It also coincides with the weak topology defined on $\mathscr{M}$ by $F^{+}$. As an abstract Von Neumann algebra $\mathscr{M}$ is characterized as the dual of the Banach space $F$ and a linear functional on $\mathscr{M}$ belongs to $F$ iff it is $\tau_{F}$ continuous.

The elements of $F$ are also characterized as the linear functionals of $\mathscr{A}^{\prime}$ which are $\tau_{F}$ continuous on $\mathscr{A}$.

Proposition 2.2: The limit $\lim _{V \rightarrow \infty} \alpha_{V}^{t}(A)$ exists in $\mathscr{M}$ for any $A \in \mathscr{A}$, in the $\tau_{F}$ topology and it is $\tau_{F}$ continuous on $\mathscr{A}$ iff the $\lim _{V \rightarrow \infty} \alpha_{V}^{* *} \phi$ exists for any $\phi \in F$, in the weak * topology induced by $\mathscr{A}$ on $\mathscr{A}^{\prime}$, and it belongs to $F$.

Under the above conditions the mapping defined on $\mathscr{A}$ by

$$
\begin{equation*}
\alpha^{t}=\tau_{F}-\lim _{V \rightarrow \infty} \alpha_{V}^{t} \tag{2.1}
\end{equation*}
$$

has a unique $\tau_{F}$-continuous extension from $\mathscr{A}$ to $\mathscr{M}$, which preserves the sums, the multiplication by scalars, and the * operation. The extension is obtained by taking the transpose of the mapping $\phi \rightarrow \phi^{t} \equiv \lim _{V} \alpha_{V}^{*} \phi$.

Proposition 2.3: The mapping $\alpha^{t}$ defined by Eq. (2.1) is a morphism of $\mathscr{M}$ iff $\alpha_{V}^{t}$ converges on $\mathscr{A}$ in the ultrastrong topology defined by $F$ on $\mathscr{M}$.

Any of the following conditions guarantee that $\alpha^{t}$ satisfies the properties of Proposition 2.2 and that it is a group of automorphisms of $\mathscr{M}:$ (i) $\alpha_{V}^{t}$ converges ultrastrongly on $\mathscr{A}$ and weakly on $\mathscr{M}$, (ii) $\alpha_{V}^{* *}$ converges in the norm topology on $F$, and (iii) there exists a $C^{*}$ subalgebra $\mathscr{G}$ of $\mathscr{M}, \mathscr{B} \supset \mathscr{A}$, such that for any $B \in \mathscr{B}$, the weak limit of $\alpha_{V}^{t}(B)$ exists uniformly on the compact sets of $F$, defined by the weak * topology induced by $\mathscr{B}$ on $F$, and it is weakly continuous.

Proposition 2.4: Given $\alpha_{V}^{t}$ and $\mathscr{A}$ as above, the set of
families of linear functionals $F_{\alpha}$ with properties (1), (2), (3) of Proposition 2.1 and (4) for all $t \in R$ the weak * limit of $\alpha_{V}^{t}$ exists on $F_{\alpha}$ uniformly on the compact sets of $F_{\alpha}$, defined by (the topology induced on $F_{\alpha}$ by) the weak closure of $\mathscr{A}$ with respect to $F_{\alpha}$, maps $F_{\alpha}$ into itself and satisfies the group law in $t$, has one and only one maximal $F_{\text {max }}$, which contains all the families $F_{\alpha}$.

Condition (4) is equivalent to the convergence of $\alpha_{V}^{t}(A), A \in \mathscr{A}$, in the ultrastrong topology defined by $F_{\alpha}$, to a group of automorphisms of $\overline{\mathscr{A}}^{F_{\alpha}}$ (see Ref. 9, Theorem 5.7 and Proposition 2.3 above).

Propositions 2.1, 2.2, and 2.3 show that, under very general conditions, it is indeed possible to define an algebraic dynamics also in the presence of long-range interactions. The resulting picture is that, in this general case, the algebra of dynamical variables must be enlarged to include variables which are not localized. The relevant mathematical feature is that in the presence of long-range instantaneous interactions the algebraic dynamics is defined on an algebra with a nontrivial center. This reflects the fact that the time evolution of initially localized variables involves infinitely delocalized variables, which commute with $\mathscr{A}$. Since $\mathscr{A}_{0}$ is dense in $\mathscr{M}$, the center $Z$ of $\mathscr{M}$ coincides with $\mathscr{M} \cap\left(\cap_{V} \mathscr{A}_{V}^{\prime}\right)$ in $\mathscr{H}_{F}$ and in this sense it consists of variables at infinity.

Proof of Proposition 2.1. The first statement is essentially Theorem 2.7, (iii), (Chap. III of Ref. 9) applied to the Von Neumann algebra $\mathscr{A}^{\prime \prime}$ and to its predual $\mathscr{A}^{\prime}$.

To see that $\mathscr{M}$ is isomorphic to $E \mathscr{A}^{\prime \prime}$, we note that $\mathscr{A}$ with the $\tau_{F}$ topology is isomorphic to the subalgebra $E \mathscr{A} \subset \mathscr{A}^{\prime \prime}$; in fact the mapping $A \rightarrow E A, A \in \mathscr{A}$, preserves sums, products, * operation, and seminorms ( $\forall \phi \in F, \phi(A)$ $=\phi(E A))$ so that it is an injection since $F$ separates points, and clearly it is surjective. Now if $\left\{A_{\alpha}\right\}$ is a $\tau_{F}$ convergent net of elements of $\mathscr{A}$ there will exist an element $A \in \mathscr{A}^{\prime \prime}$ (not necessarily unique since in general $\tau_{F}$ does not separate the points of $\left.\mathscr{A}^{\prime \prime}\right)$ such that $\forall \phi \in F$

$$
\phi\left(A_{\alpha}\right) \rightarrow \phi(A)
$$

By the characteristic property of $F$,

$$
\phi\left(A_{\alpha}\right) \rightarrow \phi(A), \quad \forall \phi \in F,
$$

iff

$$
\chi\left(E A_{\alpha}\right) \rightarrow \chi(E A), \quad \forall \chi \in \mathscr{A}^{\prime} .
$$

Hence the $\tau_{F}$ closure of $\mathscr{A}$ can be identified with $E \mathscr{A}^{\prime \prime}$.
By Theorem 2.4, Chap. III, of Ref. 9, the weak topology $\tau_{F}$ defined by $F$ on $E \mathscr{A}^{\prime \prime} \approx \mathscr{M}$ coincides with the ultraweak topology defined on $E \mathscr{A}^{\prime \prime}$ by $\mathscr{H}_{F}=E \mathscr{H}, \mathscr{H}$ being the universal representation of $\mathscr{A}$.

The dual of the Banach space $F$ is contained in $\mathscr{A}^{\prime \prime}$ since any continuous linear functional on $F$ can be extended to the whole $\mathscr{A}^{\prime}$ by the Hahn-Banach theorem, because $F$ is a linear closed subspace of $\mathscr{A}^{\prime}$. On the other hand, $\mathscr{A}^{\prime \prime}$ and $\mathscr{\mathscr { L }}$ coincide on $F$ since $\phi(A)=\phi(E A), \forall A \in \mathscr{A}^{\prime \prime}$, so that $\mathscr{M}$ is the dual of the Banach space $F$.

By Theorem 4.2, Chap. III of Ref. 9, every $\phi \in F$ is a complex linear combination of elements of $F^{+}$so that $\tau_{F^{+}}=\tau_{F}$.

To prove the last statement of Proposition 2.1, we note that by definition of $\tau_{F}$ the elements of $F$ are $\tau_{F}$ continuous.

Conversely, if $\phi \in \mathscr{A}^{\prime}$ and it is $\tau_{F}$ continuous on $\mathscr{A}$, we consider a net $\left\{A_{\alpha}, A_{\alpha} \in \mathscr{A}\right\}$, such that, given $B \in \mathscr{A}, A_{\alpha} \xrightarrow{w}(1$ $-E) B \in \mathscr{A}^{\prime \prime}$. Then $A_{\alpha} \rightarrow 0$ in the $\tau_{F}$ topology, since $\forall \chi \in F$, $\chi\left(A_{\alpha}\right)=\chi\left(E A_{\alpha}\right) \xrightarrow{W} \chi(E(1-E) B)=\chi(0)=0$, and therefore $\phi\left(A_{\alpha}\right) \rightarrow 0$ since $\phi$ is $\tau_{F}$ continuous. Furthermore, as functionals of $\mathscr{A}^{\prime}, \phi\left(A_{\alpha}\right) \rightarrow \phi((1-E) B)$, so that $\phi((1-E) B)=0$, i.e., $\phi(\cdot)=\phi(E \cdot)$.

Proof of Proposition 2.2: If $\lim _{V \rightarrow \infty} \alpha_{V}^{\tau^{*}}$ exists for any $\phi \in F$ in the weak * topology induced by $\mathscr{A}$ on $\mathscr{A}^{\prime}$ and it belongs to $F$, then given any fixed element $A \in \mathscr{A}$

$$
\phi\left(\alpha_{V}^{t}(A)\right)=\left(\alpha_{V}^{t^{*}} \phi\right)(A) \underset{V \rightarrow \infty}{\rightarrow} \phi^{t}(A)
$$

and since

$$
\left|\phi^{t}(A)\right| \leqslant\|\phi\|\|A\|
$$

[as a consequence of $\left.\left|\phi\left(\alpha_{V}^{t}(A)\right)\right| \leqslant\|\phi\|\|A\|\right], \phi^{t}(A)$ defines a continuous linear functional on $F$, i.e., an element $\alpha^{t}(A) \in \mathscr{M}$. Hence $\lim _{V \rightarrow \infty} \alpha_{V}^{t}(A)$ exists in $\mathscr{M}$ in the $\tau_{F}$ topology.

To see that $\alpha^{t}(A)$ is $\tau_{F}$ continuous in $A, A \in \mathscr{A}$ we note that $\phi\left(\alpha^{\tau}(A)\right)=\phi^{r}(A)$ with $\phi^{t} \in F$ and then $A_{\alpha} \rightarrow A$ in $\mathscr{A}$ implies $\alpha^{t}\left(A_{\alpha}\right) \rightarrow \alpha^{t}(A)$ in the $\tau_{F}$ topology.

Conversely, if $\lim _{V \rightarrow \infty} \alpha_{V}^{i}(A)$ exists in $\mathscr{M}$ for any $A \in \mathscr{A}$ in the $\tau_{F}$ topology and it is $\tau_{F}$ continuous on $\mathscr{A}$, then $\forall \phi \in F, \lim _{V \rightarrow \infty}\left(\alpha_{V}^{t^{*}} \phi\right) \equiv \phi^{t}$ exists in $\mathscr{A}^{\prime}$ in the topology induced by $\mathscr{A}$ on $\mathscr{A}^{\prime}$ (weak * topology) since $\mathscr{A}^{\prime}$ is complete with respect to the weak * topology (the dual of a Banach space is weakly complete).

Now by assumption $\alpha^{t}$ is $\tau_{F}$ continuous, so that $\forall \phi \in F$, $\phi^{t}$ is $\tau_{F}$ continuous on $\mathscr{A}$ and therefore by Proposition 2.1 $\phi^{t} \in F$.

To prove the last statement of Proposition 2.2 we note that $\mathscr{A}$ is $\tau_{F}$ dense in $\mathscr{M}$ and $\alpha^{t}$ is $\tau_{F}$ continuous on $\mathscr{A}$ so that there is a unique $\tau_{F}$ continuous extension of $\alpha^{t}$ from $\mathscr{A}$ to $\mathscr{M}$ : in fact

$$
A_{\alpha} \xrightarrow{\tau_{F}} A \in \mathscr{M}
$$

implies

$$
\phi\left(\alpha^{t}\left(A_{\alpha}\right)\right)=\phi^{t}\left(A_{\alpha}\right) \rightarrow \phi^{t}(A) \equiv \phi\left(\alpha^{t}(A)\right)
$$

which defines $\alpha^{t}(A)$ as a continuous linear functional on $F$, i.e., an element of $\mathscr{M}$ (by Proposition 2.1). Since $\forall \phi \in F$, $\phi^{t} \in F, \alpha^{t}$ is $\tau_{F}$ continuous on $\mathscr{M}$. The extended mapping $\alpha^{t}$ preserves the sums, the multiplication by scalars, and the * operation because these operations are $\tau_{F}$ continuous.

Proof of Proposition 2.3: We start by proving the first statement. If $\alpha_{V}^{t}$ converges on $\mathscr{A}$ in the ultrastrong topology defined by $F$ on $\mathscr{M}$ then, since the product is ultrastrongly continuous (Ref. 10, Chap. I, §3),

$$
\begin{aligned}
\alpha^{t}(A B) & =\lim _{V} \alpha_{V}^{t}(A B)=\lim _{V} \alpha_{V}^{t}(A) \alpha_{V}^{t}(B) \\
& =\alpha^{t}(A) \alpha^{t}(B), \quad \forall A, B \in \mathscr{A} .
\end{aligned}
$$

By the $\tau_{F}$ continuity of the extension of $\alpha^{\text {t }}$ from $\mathscr{A}$ to $\mathscr{M}$ and the weak continuity of the product in each factor, separately,
the above equation extends to any $A, B \in \mathscr{M}:$ if $A_{\alpha} \rightarrow A \in \mathscr{M}$, $B_{\alpha} \rightarrow B \in \mathscr{M}, A_{\alpha}, B_{\alpha} \in \mathscr{A}$, then

$$
\begin{aligned}
\alpha^{t}(A) \alpha^{t}(B) & =\lim _{\alpha} \alpha^{t}\left(A_{\alpha}\right) \alpha^{t}(B) \\
& =\lim _{\alpha} \lim _{\beta} \alpha^{t}\left(A_{\alpha}\right) \alpha^{t}\left(B_{\beta}\right) \\
& =\lim _{\alpha} \lim _{\beta} \alpha_{V}^{t}\left(A_{\alpha} B_{\beta}\right) \\
& =\lim _{\alpha} \alpha^{t}\left(A_{\alpha} B\right)=\alpha^{t}(A B)
\end{aligned}
$$

Thus $\alpha^{t}$ is a morphism of $\mathscr{M}$. Conversely, if $\alpha^{t}$ is a morphism of $\mathscr{M}, \alpha^{t}\left(A^{*} A\right)=\left(\alpha^{t}(A)\right)^{*} \alpha^{t}(A)$ and therefore, for each $\psi \in \mathscr{H}_{F}$ we have

$$
\begin{aligned}
\left\|\alpha_{V}^{t}(A) \psi\right\|^{2} & =\left(\psi, \alpha_{V}^{t}\left(A^{*}\right) \alpha_{V}^{t}(A) \psi\right) \\
& =\left(\psi, \alpha_{V}^{t}\left(A^{*} A\right) \psi\right) \rightarrow\left(\psi, \alpha^{t}\left(A^{*} A\right) \psi\right) \\
& =\left(\psi, \alpha^{t}\left(A^{*}\right) \alpha^{t}(A) \psi\right)=\left\|\alpha^{t}(A) \psi\right\|^{2}
\end{aligned}
$$

On the other hand, $\alpha_{V}^{t}(A) \psi$ is a weakly convergent sequence of vectors and the convergence of the norms implies strong convergence. Since $\left\|\alpha_{V}^{t}(A)\right\|=\|A\|$, the strong convergence in $\mathscr{H}_{F}$ coincides with the ultrastrong convergence of $\alpha_{V}^{t}(A)$ (Ref. 10, Chap. I, §3).

We now prove that condition (i) implies that $\alpha_{V}^{t}$ satisfies the conditions of Proposition 2.2 and that $\alpha^{t}$ defined by Eq. (2.1) is a group of automorphisms of $\mathscr{M}$. Since $\alpha_{V}^{t}$ converges weakly on $\mathscr{M}, \forall \phi \in F, \alpha_{V}^{t^{*}} \phi$ is a weakly convergent sequence in the predual of $\mathscr{M}$ and therefore by Corollary 5.2, Chap. III of Ref. 9, $\alpha_{V}^{t^{*}}$ converges to an element $\alpha^{t} \in F$; thus the conditions of Proposition 2.2 are satisfied. The ultrastrong convergence of $\alpha_{V}^{t}$ on $\mathscr{A}$ together with the weak continuity of $\alpha^{t}$ on $\mathscr{M}$ implies that $\alpha^{t}$ is a morphism of $\mathscr{M}$. To prove the group law we note that a convergent sequence together with its limit defines a compact set with respect to the topology by which it converges, and therefore the weak convergence of $\alpha_{V}^{t}$ on $\mathscr{M}$ implies that the sequence $\left\{\alpha_{V}^{t^{*}} \phi\right\}$ together with $\alpha^{t^{*}} \phi$ defines a compact set of $F$ with respect to weak * topology induced by $\mathscr{M}$ on $F$.

Now, $\forall A \in \mathscr{A}, \forall \phi \in F$

$$
\begin{aligned}
\phi\left(\alpha^{t} \alpha^{s}(A)\right) & =\lim _{V} \lim _{V^{\prime}} \phi\left(\alpha_{V^{\prime}}^{t} \alpha_{V}^{s}(A)\right) \\
& =\lim _{V} \lim _{V^{\prime}}\left(\alpha_{V^{\prime}}^{s^{*}} \phi\right)\left(\alpha_{V}^{s}(A)\right)
\end{aligned}
$$

and since $\alpha_{V}^{s}(A)$ is ultrastrongly convergent, the limit is uniform on the compact set of $F$ with respect to the weak * topology induced by on $F$, so that the above limit as $V \rightarrow \infty$ is uniform in $V^{\prime}$ and therefore it is equal to

$$
\begin{aligned}
\lim _{V}\left(\alpha_{V}^{t^{*}} \phi\right)\left(\alpha_{V}^{s}(A)\right) & =\lim _{V} \phi\left(\alpha_{V}^{t} \alpha_{V}^{s}(A)\right) \\
& =\lim _{V} \phi\left(\alpha_{V}^{t+s}(A)\right)=\phi\left(\alpha^{t+s}(A)\right)
\end{aligned}
$$

Hence, since $F$ separates points of $\mathscr{M}, \alpha^{t} \alpha^{s}=\alpha^{t+s}$ on $\mathscr{A}$. Furthermore, $\alpha^{t} \alpha^{s}$ and $\alpha^{t+s}$ are both defined and $\tau_{F}$ continuous on $\mathscr{M}$ (Proposition 2.2), and since they coincide on the $\tau_{F}$ dense subalgebra $\mathscr{A}$ they coincide everywhere on $\mathscr{M}$.

We now prove that condition (ii) guarantees that $\alpha^{t}$ is a group of automorphisms of $\mathscr{M}$. The properties of Proposition 2.2 are satisfied since the norm convergence of $\alpha_{V}^{t^{*}} \mathrm{im}$ plies that the limit belongs to $F$. We now show that $\alpha^{t} \alpha^{s}=\alpha^{t+s}$. In fact

$$
\begin{aligned}
&\left\|\alpha^{t^{*}} \alpha^{s^{*}} \phi-\alpha^{t+s^{*}} \phi\right\| \\
&= \|\left(\alpha^{t}-\alpha_{V}^{t}\right)^{*} \alpha^{s^{*}} \phi+\alpha_{V}^{t *}\left(\alpha^{s}-\alpha_{V}^{s}\right)^{*} \phi \\
&+\alpha_{V}^{t^{*}} \alpha_{V}^{s *} \phi-\alpha^{t+s^{*}} \phi\|\leqslant\|\left(\alpha^{t}-\alpha_{V}^{t}\right)^{*} \alpha^{s^{*}} \phi \| \\
&+\left\|\alpha_{V}^{t^{*}}\left(\alpha^{s}-\alpha_{V}^{s}\right)^{*} \phi\right\|+\left\|\left(\alpha_{V}^{t+s^{*}}-\alpha^{t+s^{*}}\right) \phi\right\| \\
&=\left\|\left(\alpha^{t}-\alpha_{V}^{t}\right)^{*} \alpha^{s^{*}} \phi\right\| \\
&+\left\|\left(\alpha^{s}-\alpha_{V}^{s}\right)^{*} \phi\right\|+\left\|\left(\alpha_{V}^{t+s}-\alpha^{t+s}\right)^{*} \phi\right\|
\end{aligned}
$$

and the right-hand side converges to zero as $V \rightarrow \infty$, by assumption.

We now have to show that $\alpha^{t}(A B)=\alpha^{t}(A) \alpha^{t}(B)$. In fact,

$$
\begin{aligned}
& \forall A, B \in \mathscr{A}, \\
& \begin{aligned}
\phi\left(\alpha^{t}(A) B\right)= & \lim _{V} \phi\left(\alpha_{V}^{t}(A) B\right) \\
= & \lim _{V}\left(\alpha_{V}^{t^{*}} \phi\right)\left(A \alpha_{V}^{-t}(B)\right] \\
= & \lim _{V}\left[\left(-\alpha_{\phi}^{t^{*}}+\alpha_{V}^{t^{*}} \phi\right)\left(A \alpha_{V}^{-t}(B)\right)\right. \\
& \left.+\left(\alpha^{t^{*}} \phi\right)\left(A \alpha_{V}^{-t}(B)\right)\right] .
\end{aligned}
\end{aligned}
$$

On the other hand, $\left\|\left(\alpha_{V}^{t *}-\alpha^{t *}\right) \phi\right\| \rightarrow 0$ as $V \rightarrow \infty$ by assumption and since $A \alpha_{V}^{-t}(B)$ is a bounded sequence $\left(\left\|A \alpha_{V}^{-t}(B)\right\| \leqslant\|A\|\left\|\alpha_{V}^{-t}(B)\right\|=\|A\|\|B\|\right)$, the first term in square brackets goes to zero as $V \rightarrow \infty$ and we get

$$
\phi\left(\alpha^{t}(A) B\right)=\phi\left(\alpha^{t}\left(A \alpha^{-t}(B)\right)\right.
$$

The above equation extends to the case $B \in \mathscr{M}$ by weak continuity, and therefore by taking $B=\alpha^{t}(C), C \in \mathscr{M}$, and using the group law, we get

$$
\alpha^{t}(A) \alpha^{t}(C)=\alpha^{t}(A C)
$$

The extension to $A \in \mathscr{M}$ follows from $\tau_{F}$ continuity.
Convergence on $\mathscr{A}$ in the ultrastrong topology defined by $F$ amounts to convergence of $\phi\left(\alpha_{V}^{t}(A)\right), A \in \mathscr{A}$ uniformly for $\phi$ in any subset of $F$ compact with respect to the weak topology $\sigma(F, \mathscr{M}$ ) defined by $\mathscr{M}$ on $F$ (Theorem 5.7, Chap. III of Ref. 9). By condition (iii), the limit is uniform on compact sets of $F$ in the $\sigma(F, \mathscr{B})$ topology, with $\mathscr{B} \subset \mathscr{M}$. It is therefore enough to show that every compact set with respect to the $\sigma(F, \mathscr{M})$ topology is also $\sigma(F, \mathscr{B})$ compact, i.e., that if any $\sigma(F, \mathscr{M})$ open covering of a set $K$ has a finite subcovering, then the same occurs also for any $\sigma(F, \mathscr{B})$ open covering of $F$. This follows because $\mathscr{M} \supset \mathscr{B}$ implies that $\sigma(F, \mathscr{M})$ is finer than $\sigma(F, \mathscr{B})$ and therefore an open set with respect to $\sigma(F, \mathscr{B})$ is also $\sigma(F, \mathscr{M})$ open; therefore a $\sigma(F, \mathscr{B})$ open covering is also a $\sigma(F, \mathscr{M})$ open covering.

To prove the group law as for condition (i) we show that $\forall A \in \mathscr{A}, \lim _{V} \phi\left(\alpha_{V^{\prime}}^{t} \alpha_{V}^{s}(A)\right)$ is uniform with respect to $V^{\prime}$. In fact $\alpha_{V}^{* *}$, together with its limit $\phi^{t}$ define a compact set with respect to the topology induced by $\mathscr{B}$ on $F$, since by assump-
tion $\alpha_{V}^{t^{*}}(B)$ converges $\forall B \in \mathscr{B}$. Hence $\forall A \in \mathscr{A}$

$$
\lim _{V} \phi\left(\alpha_{V}^{t}, \alpha_{V}^{s}(A)\right)=\lim _{V}\left(\alpha_{V^{\prime}}^{\tau^{*}} \phi\right)\left(\alpha_{V}^{s}(A)\right)
$$

converges uniformly with respect to $V^{\prime}$. The argument is essentially the same as for condition (i): since $\alpha^{t}$ is assumed to be $\tau_{F}$ continuous on $\mathscr{B} \supset \mathscr{A}$, it has a unique $\tau_{F}$ continuous extension to $\mathscr{M}$ (Proposition 2.2) and

$$
\begin{aligned}
\phi\left(\alpha^{t} \alpha^{s}(A)\right) & =\lim _{V} \phi\left(\alpha^{t} \alpha_{V}^{s}(A)\right) \\
& =\lim _{V} \lim _{V} \phi\left(\alpha_{V^{\prime}}^{t} \alpha_{V}^{s}(A)\right) \\
& =\lim _{V} \phi\left(\alpha_{V}^{s} \alpha_{V}^{s}(A)\right)=\phi\left(\alpha^{t+s}(A)\right), A \in \mathscr{A}
\end{aligned}
$$

where in the last but one equality we have used the uniformity of the limit with respect to $V^{\prime}$. The extension of the above equation to $\mathscr{M}$ follows from weak continuity.

Proof of Proposition 2.4: Let us consider a totally ordered chain $F_{\alpha_{1}} \subset F_{\alpha_{2}} \subset \ldots$, then there exists a majorant element

$$
F=\overline{\bigcup_{\alpha_{j}}} \overline{F_{\alpha_{j}}} \equiv \bar{F}_{0}
$$

where the bar denotes the norm closure, which satisfies properties (1)-(4). In fact $F_{0}$ is obviously closed under linear combinations and multiplications by scalars are norm continuous, property (1) follows. In a similar way one proves property (3) since the operation $\phi \rightarrow \phi_{A B}=\phi(A \cdot B)$, $A, B \in \mathscr{A}$ is norm continuous. Property (2) is obvious. Property (4) for $\bar{F}_{0}$ is equivalent to the strong convergence of $\alpha_{V}^{t}(A) \Psi, \forall \Psi \in \mathscr{H}_{\bar{F}_{0}}, \forall A \in \mathscr{A}$ with $\mathscr{H}_{\bar{F}_{0}}=$ the subspace of the space $\mathscr{H}_{V \cdot N}$ of the universal representation of $\mathscr{A}$, defined by Proposition 2.1. Now, property (4) for each $F_{\alpha_{j}}$ implies strong convergence of $\alpha_{V}^{t}(A) \Psi, \forall \Psi$ in a dense subspace $D=U_{\alpha_{j}} \mathscr{H}_{F_{\alpha_{j}}}$ of $\mathscr{H}_{\bar{F}_{0}}$ (the density of $D$ in $\mathscr{H}_{\bar{F}_{0}}$ follows because if $\phi=\| \|-\lim \phi_{n}, \phi_{n} \in F_{\alpha_{n}}$, then its representative vector $\Phi$ in $\mathscr{H}_{\bar{F}_{o}}$ cannot be orthogonal to all $\mathscr{H}_{F_{\alpha_{n}}}$ ) and therefore $\forall \Psi \in \mathscr{H}_{\bar{F}_{0}}$ by norm boundedness of $\alpha_{V}^{t}(A)$.

Thus, by Zorn's Lemma, there exist (several) maximal elements of the form $F$ discussed above. We now show that given two such elements $F_{1}, F_{2}$ there exists a $G$ which contains both and therefore there is only one maximal element. In fact, let us put

$$
G=\overline{F_{1}+F_{2}}
$$

(i.e., the norm closure of elements of the form $\phi=\phi_{1}+\phi_{2}$, $\phi_{1} \in F_{i}, i=1,2$ ). Then $G \supset F_{i}, i=1,2$ and properties (1)(3) hold. To show that property (4) holds let $\mathscr{H}_{1}, \mathscr{H}_{2}$ be the subspaces of the space $\mathscr{H}$ of the universal representation of $\mathscr{A}$, corresponding to $F_{1}$ and $F_{2}$. Clearly the subspace $\mathscr{H}_{G}$ corresponding to $G$ contains $\mathscr{H}_{1}$ and $\mathscr{H}_{2}$ and the smallest subspace $\widehat{\mathscr{H}}$ containing $\mathscr{H}_{1}, \mathscr{H}_{2}$ represents all the states of the form $\phi_{1}+\phi_{2}, \phi_{i} \in F_{i}, i=1,2$, and therefore their norm limits. It follows that $\mathscr{H}_{G}$ is the Hilbert space generated by $\mathscr{H}_{1}$ and $\mathscr{H}_{2}$. Every vector $x$ of $\mathscr{H}_{G}$ can be written (in a nonunique way) in the form $x=x_{1}+x_{2}, x_{i} \in \mathscr{H}_{i}, i=1,2$, and therefore the strong convergence in $\mathscr{H}_{1}, \mathscr{H}_{2}$ implies the strong convergence in $\mathscr{H}_{G}$.

As stressed before, the construction of algebraic dynamics makes reference to a class of "relevant states," which in the nonlocal case are implicitly at the basis of the definition of the problem, from the beginning. By Proposition 2.4 the class of relevant states may be taken to be maximal and in particular stable under the symmetries of the finite volume dynamics (see Sec. III).

In conclusion, a dynamical system should in general be defined as a triple ( $\mathscr{M}, F, \alpha^{t}$ ) with $\mathscr{M}$ a Von Neumann algebra with predual $F$ and $\alpha^{t}$ a one-parameter group of automorphisms of $\mathscr{M}$; this structure is naturally constructed in terms of a quasilocal algebra $\mathscr{A}$, a set of relevant states $F$, and a family of finite volume (or infrared cutoff) dynamics $\alpha_{V}^{t}$.

As we shall see in the following sections, the above framework is rich enough to allow the algebraic discussion of spontaneous symmetry breaking in the presence of longrange instantaneous interactions.

This structure can be seen as a generalization of Kadison's definition of a dynamical system ${ }^{11}$; the essential difference is, however, that here $\alpha^{t^{*}}$ is not required to be continuous on $F$ in the weak * topology defined by $\mathscr{A}$. This property is in fact equivalent (Ref. 11 and Sec. IV) to the stability of $\mathscr{A}$ under time evolution and its failure plays a crucial role in the explanation of energy gap associated to spontaneous breaking of continuous symmetries.

## III. SYMMETRIES OF NONLOCAL ALGEBRAIC DYNAMICS

For a large class of systems in quantum field theory and in many-body theory, one is interested in symmetries which commute with space-time translations, sometimes called internal symmetries. As a matter of fact it is for this class of symmetries that Goldstone's Theorem constrains the implications of spontaneous symmetry breaking. We are thus led to consider the analog of such symmetries in the case of nonlocal dynamics.

Given an automorphism $\alpha$ of the algebra $\mathscr{A}$ of localized variables the commutativity with the space translation automorphism $\alpha_{\mathbf{x}}$

$$
\begin{equation*}
\alpha \alpha_{x}=\alpha_{x} \alpha \tag{3.1}
\end{equation*}
$$

does not present problems since in general $\alpha_{x}$ is a well-defined automorphism of $\mathscr{A}$. The situation is quite different for time translations since, as discussed in the previous section, in the case of nonlocal algebraic dynamics, $\alpha^{t}$ does not leave $\mathscr{A}$ stable. To define the commutation relation

$$
\begin{equation*}
\alpha \alpha^{t}=\alpha^{t} \alpha \tag{3.2}
\end{equation*}
$$

one needs an algebra stable under $\alpha$ and under time translations. One must therefore extend $\alpha$ to the algebra $\mathscr{M}$ stable under $\alpha^{2}$.

It is worthwhile to remark that two different topological structures are naturally associated to $\mathscr{M}$. As weak closure of $\mathscr{A}$ with respect to the family of relevant states $F, \mathscr{M}$ is a Von Neumann algebra. On the other hand, regarded as a $C^{*}$ algebra, $\mathscr{M}$ identifies a set of states (the dual of $\mathscr{M}$ as $C^{*}$ algebra) which not only properly contains $F$, but also contains states which are not identified by their values on $\mathscr{A}$.

This structure would then lead to a significant enlargement of the original problem (see Sec. II). It is an important fact that if an automorphism $\alpha$ of $\mathscr{A}$ can be extended to an automorphism of $\mathscr{M}$, as a $C^{*}$ algebra, then it is automatically weakly continuous. ${ }^{10}$ Therefore the extension is completely defined in the structure $(\mathscr{M}, F)$.

Proposition 3.1: Given an automorphism $\alpha$ of $\mathscr{A}, \alpha$ can be extended to an automorphism of $\mathscr{M}$ if and only if the family of states $F$ is stable under $\alpha^{*}$ and ( $\left.\alpha^{-1}\right)^{*}$.

Since automorphisms of Von Neumann algebras are weakly continuous and $\mathscr{A}$ is weakly dense in $\mathscr{M}$, the extension is uniquely determined by the action of $\alpha$ on $\mathscr{A}$.

Proof: Here $\alpha^{*}$ is defined on the dual $\mathscr{A}^{\prime}$ of $\mathscr{A}$ and it is norm preserving since $\alpha$ is an automorphism of $\mathscr{A}$. If $\alpha^{*}$ leaves family $F$ stable, then $\left(\alpha^{*} \phi\right)(A), A \in \mathscr{M}$, defines a continuous linear functional $f_{A}(\phi)$ on $F$, since

$$
\left|f_{A}(\phi)\right|<\left\|\alpha^{*} \phi\right\|\|A\|=\|\phi\|\|A\| .
$$

Therefore $f_{A}(\phi)$ defines an element of the dual of $F$, i.e., an element of $\mathscr{M}$

$$
f_{A}(\phi)=\phi(B) \equiv \phi(\alpha(A)) .
$$

This provides an extension of $\alpha$ from $\mathscr{A}$ to $\mathscr{M}$, which is weakly continuous since the weak topology is defined by the elements of $F$ and $F$ is $\alpha^{*}$ stable. Since $\mathscr{A}$ is weakly dense in $\mathscr{M}$, the extended $\alpha$ preserves the sums, the multiplication by scalars, and the * operation, because these operators are weakly continuous. Moreover, since the product is separately weakly continuous it follows that

$$
\alpha(A) \alpha(B)=\alpha(A B)
$$

$\forall A \in \mathscr{A}, B \in \mathscr{M}$ and therefore also for $A, B \in \mathscr{M}$. Finally $\alpha$ is invertible on $\mathscr{M}$ since $\alpha^{-1}$ can be extended to $\mathscr{M}$ and $\alpha^{*} \alpha^{-1 *}=1$ on $F$.

Conversely, if $\alpha$ is an automorphism of $\mathscr{M}, \alpha$ is weakly continuous (see Ref. 10) and therefore $\phi(\alpha(A))$ defines a linear functional $f_{\phi}(A)$ on $\mathscr{M}$ which is weakly continuous since $\alpha$ and $\phi$ are also. Hence this identifies an element of $F$, since the functionals of $F$ are the only ones which are weakly continuous on $\mathscr{M}$. Finally, since for $A \in \mathscr{A}, f_{\phi}(A)$ $=\left(\alpha^{*} \phi\right)(A)$, and the functionals of $F$ are determined by their values on $\mathscr{A}$, one has

$$
f_{\phi}=\alpha^{*} \phi
$$

and $\alpha^{*}$ maps $F$ into $F$. The same argument applies to $\alpha^{-1}$.
In the following, we shall always consider automorphisms $\alpha$ of $\mathscr{A}$ with the property that $\alpha^{*}, \alpha^{-1 *}$ leave the family $F$ stable, so that they can be extended to automorphisms of the Von Neumann algebra $\mathscr{M}$. Proposition 3.2 below shows that this property can always be guaranteed if the algebraic dynamics $\alpha^{t}$ is defined as a weak limit of approximate (finite volume) automorphisms $\alpha_{V}^{t}$ of $\mathscr{A}$, which are $\alpha$ symmetric

$$
\begin{equation*}
\alpha \alpha_{V}^{t}=\alpha_{V}^{t} \alpha \tag{3.3}
\end{equation*}
$$

This equation holds if $\alpha_{V}^{t}$ is generated by a finite volume Hamiltonian $H_{V}$ (affiliated to some localized subalgebra $\left.\mathscr{A}_{V^{\prime}}\right)$, which is invariant under $\alpha: \alpha\left(H_{V}\right)=H_{V}$. Proposition 3.3 below shows that, in the framework discussed in Sec. II, property (3.3) constrains the algebraic dynamics $\alpha^{t}$ to be $\alpha$ symmetric

$$
\begin{equation*}
\alpha \alpha^{t}=\alpha^{t} \alpha, \quad \text { on } \mathscr{M} \tag{3.4}
\end{equation*}
$$

It is important to remark that for this result the strict invariance of $H_{V}$ is required since, in the presence of long-range interactions, boundary terms arising from the transformation of $H_{V}$ under $\alpha$ may give rise to persistent effects in the infinite volume limit.

Proposition 3.2: If the finite volume dynamics are $\alpha$ symmetric

$$
\begin{equation*}
\alpha \alpha_{V}^{t}=\alpha_{V}^{t} \alpha \tag{3.5}
\end{equation*}
$$

and $\alpha_{V}^{t}$ defines an algebraic dynamics $\alpha^{t}$ as a weak limit with respect to a family of states $F$, then $\alpha_{V}^{t}$ also defines an algebraic dynamics with respect to a family $G \supset F$, which is stable under $\alpha^{*}, \alpha^{-1 *}$.

Proof: As stated in Sec. II, given $\alpha_{V}^{t}$ there is a unique maximal (see Proposition 2.4) set of states $F_{M}$ with respect to which $\alpha_{V}^{t}$ defines an algebraic dynamics $\alpha^{t}$. On the other side, by assumption (see Proposition 2.3, first part) $\forall A \in \mathscr{A},\left(\alpha_{V}^{t^{*}} \phi\right)(A)$ converges to $\phi_{t}(A), \phi_{t} \in F$, uniformly on the weakly compact sets of $F$. Therefore

$$
\left(\alpha_{V}^{\tau^{*}} \alpha^{*} \phi\right)(A)=\left(\alpha^{*} \alpha_{V}^{t^{*}} \phi\right)(A)=\left(\alpha_{V}^{t^{*}} \phi\right)(\alpha(A))
$$

converges to $\phi_{t}(\alpha(A))=\left(\alpha^{*} \phi_{t}\right)(A), \alpha^{*} \phi_{t} \in \alpha^{*} F$, since $\alpha$ is an automorphism of $\mathscr{A}$, i.e., $\left(\alpha_{V}^{t^{*}} \chi\right)(A)$ converges in $\alpha^{*} F$, whenever $\chi \in \alpha^{*} F$.

Since $\alpha$ is invertible, $\alpha^{* *}$ defines an isomorphism of the Von Neumann algebras $\overline{\mathscr{A}}^{F}$ and $\overline{\mathscr{A}}^{\alpha^{*} F}$ and therefore $\alpha^{*}$ defines a one-to-one map between weakly compact sets of $F$ and weakly compact sets of $\alpha^{*} F$. In conclusion $\left(\alpha_{V}^{* *} \chi\right)(A)$ converges uniformly on the weakly compact sets of $\alpha^{*} F$ and $\alpha_{V}^{t}$ defines an algebraic dynamics also with respect to $\alpha^{*} F$. Thus $F_{M}$ contains $\alpha^{*} F_{M}$; similarly $F_{M}$ contains $\alpha^{-1 *} F_{M}$ and therefore

$$
\begin{equation*}
\alpha^{*} F_{M}=F_{M} . \tag{3.6}
\end{equation*}
$$

Proposition 3.3: If the finite volume Hamiltonians $H_{V}$ are $\alpha$ symmetric,

$$
\begin{equation*}
\alpha \alpha_{V}^{t}=\alpha_{V}^{t} \alpha \tag{3.7}
\end{equation*}
$$

the algebraic dynamics $\alpha^{t}$ defined by $\alpha^{*}$-stable family of states $F$ is symmetric,

$$
\begin{equation*}
\alpha \alpha^{t}=\alpha^{t} \alpha \tag{3.8}
\end{equation*}
$$

Proof: Since $F$ is $\alpha^{*}$ stable, $\alpha$ is weakly continuous on $\mathscr{M} \equiv \overline{\mathscr{A}}^{F}$ (see Proposition 3.1). Since $\alpha_{t}$ is the weak limit of $\alpha_{V}^{\mathrm{t}}$, for any $A \in \mathscr{A}$ one has

$$
\begin{aligned}
\alpha \alpha^{t}(A) & =\alpha \underset{V}{\mathrm{w}-\lim _{V}} \alpha_{V}^{t}(A)=\mathrm{w}-\lim _{V} \alpha \alpha_{V}^{t}(A) \\
& =\mathrm{w}-\lim _{V} \alpha_{V}^{t} \alpha(A)=\alpha^{t} \alpha(A)
\end{aligned}
$$

Now, both $\alpha$ and $\alpha^{t}$ are defined and weakly continuous on $\mathscr{M}$ so that by weak continuity the above equation holds on $\mathscr{M}$.

The space translations can be treated in a similar way. We assume that the space translations define a group of automorphisms $\alpha_{\mathrm{x}}$ of $\mathscr{A}$ and that the finite volume dynamics $\alpha_{V}^{t}$ is covariant under space translations

$$
\begin{equation*}
\alpha_{\mathrm{x}} \alpha_{V}^{t} \alpha_{\mathrm{x}}^{-1}=\alpha_{V+\mathrm{x}}^{t} \tag{3.9}
\end{equation*}
$$

The infinite volume dynamics $\alpha_{V}^{t}$ will turn out to be symmetric under space translations if the limit of $\alpha_{V_{n}}^{t}$ is independent of the sequence of volumes $V_{n}, V_{n} \rightarrow \infty$, within a class of sequences which is stable under space translations. Under this assumption the family $F$ of relevant states can be chosen to be stable under space translations (see Proposition 3.2) and therefore $\alpha_{x}$ has a unique extension to a group of automorphisms of $\mathscr{M}$ which commute with $\alpha^{t}$ (see Proposition 3.3),

$$
\begin{equation*}
\alpha_{\mathrm{x}} \alpha^{t}=\alpha^{t} \alpha_{\mathrm{x}} \tag{3.10}
\end{equation*}
$$

An automorphism $\alpha$ of the $C^{*}$-algebra $\mathscr{A}$ is said to be broken in the representation $\pi$ if the representation $\pi \circ \alpha$ is not equivalent to $\pi$. When $\alpha$ can be extended to $\mathscr{M}$, see Proposition 4.1, $\alpha$ is broken in $\pi$ iff it does not leave the corresponding central projection $E_{\pi} \in \mathscr{M}$ stable. Equivalently $\alpha$ is broken in $\pi$ iff $\alpha$ is not continuous with respect to the weak topology defined by the states of $\pi$ (this follows from the last part of Proposition 3.1 with $F^{+}=$states of $\pi$ ).

## IV. SYMMETRIES GENERATED BY "LOCAL" CHARGES

## A. Local approximation of symmetries and nonlocal algebraic dynamics

In this section we shall consider symmetries $\beta$ of the algebra $\mathscr{A}$, which can be approximated by "localized" automorphism $\beta_{R}$ of $\mathscr{A}_{0}$ of the form

$$
\begin{equation*}
\beta_{R}(A)=U_{R} A U_{R}^{-1} \tag{4.1}
\end{equation*}
$$

with $U_{R}$ unitary and belonging to $\mathscr{A}_{0}$, such that

$$
\begin{equation*}
\beta(A)=\lim _{R \rightarrow \infty} \beta_{R}(A) \tag{4.2}
\end{equation*}
$$

The existence of the limit on $\mathscr{A}_{0}$ in the weak topology defined by $F$ is enough. Actually, by norm continuity Eq. (4.2) extends to $\mathscr{A}$ and weak convergence on $\mathscr{A}_{0}$ implies weak convergence on $\mathscr{A}$ and therefore ultrastrong convergence on $\mathscr{A}$, since $\beta$ is an automorphism of $\mathscr{A}$.

For concreteness, in most examples $\beta_{R}=\beta$ on the algebras localized within spheres of radius $R$. In this case, since $\mathscr{A}=$ norm closure of $\cup_{V} \mathscr{A}_{V}, \beta_{R}$ is actually norm converging on $\mathscr{A}$.

In the case of a continuous one-parameter group of symmetries $\beta^{\lambda}, \lambda \in R$, in most cases one may construct a localized automorphism $\beta_{R}^{\lambda}$ approximating $\beta^{\lambda}$, by taking

$$
\begin{equation*}
U_{R}^{\lambda}=\exp \left(i Q_{R} \lambda\right) \tag{4.3}
\end{equation*}
$$

with $Q_{R}=Q_{R}^{*}$ affiliated to some $\mathscr{A}_{V}$ (briefly affiliated to $\mathscr{A}_{0}$ ). In this case one has on a norm dense set of vectors in $\mathscr{H}_{F}$ (see Proposition 2.1)

$$
\begin{align*}
& -\left.i \frac{d}{d \lambda}\left\langle\Psi, U_{R}^{\lambda} A\left(U_{R}^{\lambda}\right)^{-1} \Phi\right\rangle\right|_{\lambda=0} \\
& \quad=\left\langle Q_{R} \Psi, A \Phi\right\rangle-\left\langle A \Psi, Q_{R} \Phi\right\rangle \tag{4.4}
\end{align*}
$$

With an abuse of notation in the following we shall write the rhs of Eq. (4.4) as $\left\langle\Psi,\left[Q_{R}, A\right] \Phi\right\rangle$.

Definition 4.1: A one-parameter continuous group of symmetries $\beta^{\lambda}, \lambda \in R$ is generated by local charges $Q_{R}$, affiliated to $\mathscr{A}_{0}$, on a weakly dense algebra $\mathscr{A}_{l} \subset \mathscr{M}$, in the state $\phi$, if $\forall A \in \mathscr{A}_{l}$,

$$
\begin{equation*}
\left.\frac{d}{d \lambda} \phi\left(\beta^{\lambda}(A)\right)\right|_{\lambda=0}=i \lim _{R \rightarrow \infty} \phi\left(\left[Q_{R}, A\right]\right) \tag{4.5}
\end{equation*}
$$

A crucial hypothesis for the proof of the (standard) Goldstone Theorem about spontaneously broken symmetries in a given representation is the validity of Eq. (4.5) on the ground state for an algebra $\mathscr{A}_{l}$ stable under time translations. In the standard case of strictly local dynamics, it is enough to have $\beta^{\lambda}$ generated by $Q_{R}$ on the local algebra $\mathscr{A}_{0}$, since $\mathscr{A}_{0}$ is stable under time evolution. For systems with nonlocal algebraic dynamics it is by no means guaranteed that $\beta^{\lambda}$ is generated by $Q_{R}$ on an algebra stable under time evolution; actually in most cases this property cannot hold as the following arguments show.

Proposition 4.2: If the one-parameter group of automorphisms $\beta^{\lambda}, \lambda \in R$ is spontaneously broken in some representation of the family $F$, then one cannot have
with $Q_{R}$ affiliated to $\mathscr{M}$, for all $A \in \mathscr{M}$. More generally, given a subalgebra $\mathscr{B} \subset \mathscr{M}$, stable under $\beta^{\lambda}$, with a center $Z$ which is not pointwise invariant under $\beta^{\lambda}$, Eq. (4.6) cannot hold on $\mathscr{B}$ and $\beta^{\lambda}$ cannot be generated (Definition 4.1) by local charges on $\mathscr{B}$, in any state in which $\phi\left(\beta^{\lambda}(z)\right) \neq \phi(z)$, for some $z \in Z$ and some $\lambda \in R$.

Proof: Clearly Eq. (4.6) implies $\beta^{\lambda}(z)=z, \forall z$ in the center of $\mathscr{M}$, which implies $\beta^{\lambda}$ unbroken. The same is true for $\mathscr{B}$ : if $\beta^{\lambda}$ is generated by local charges on $\mathscr{B}$, then

$$
\frac{d}{d \lambda} \phi\left(\beta^{\lambda}(z)\right)=0, \quad \forall \lambda
$$

since $\beta^{\lambda}(Z) \subset Z$.
Remark: It may be useful to note that if $\beta_{R}(A)$ in Eq. (4.1) converges as $R \rightarrow \infty$ on a weakly dense subalgebra $\mathscr{C} \subset \mathscr{M}$, to a weakly continuous automorphism $\gamma$ of $\mathscr{C}$, then (see the proof of Proposition 4.1) $\gamma$ has a unique extension to $\mathscr{M}$ and, if $\mathscr{C} \supset \mathscr{A}_{0}, \gamma$ coincides with $\beta$ on $\mathscr{M}$, since $\gamma=\beta$ on $\mathscr{A}_{0}$ (Proposition 3.1). In particular, if Eq. (4.1) is used to define an automorphism of $\mathscr{M}$, this is completely determined by Eq. (4.1) on $\mathscr{A}_{0}$.

The above Proposition rules out the possibility of approximating $\beta^{\lambda}$ by (local) charges [Eq. (4.6)] on $\mathscr{M}$, the obviously stable algebra under time evolution. Actually, when variables at infinity get involved in the time evolution of elements of $\mathscr{A}_{0}$, it is impossible to have an algebra $\mathscr{B} \subset \mathscr{M}$ stable under time evolution and such that the (unique) weakly continuous extension of $\beta^{\lambda}$ from $\mathscr{A}$ to $\mathscr{B}$ is generated by local charges, except, of course, the uninteresting case in which $\beta^{\lambda}$ is unbroken. Thus the nonlocality of the algebraic dynamics, in the precise sense of Sec. II, provides a natural mechanism for evading the existence of Goldstone modes in the presence of spontaneous symmetry breaking: essentially the equation

$$
\begin{equation*}
\delta\left(A_{t}\right)=\lim _{R}\left[Q_{R}, A_{t}\right] \tag{4.7}
\end{equation*}
$$

does not hold.
A generalization of Proposition 4.2, which exploits the topological aspects of the phenomenon, shows that mass gap
generation in the presence of spontaneous symmetry breaking can be seen as the consequence of rather simple and general algebraic structures. In particular, it will become clear that assumptions like existence of a "local" conserved current generating the symmetry, validity of the infinitesimal form on suitable domains and even the existence of local charges, in the sense of Eq. (4.5), are not the relevant points for the phenomenon. As emphasized before, the important issue is the proper definition of $\alpha^{t}$. (In particular one cannot discuss the assumptions at the basis of the rigorous proof of Goldstone's Theorem, in more general cases than the strictly local one, without facing this problem.)

An essential difference between local and nonlocal algebraic dynamics is given by the continuity properties of $\alpha^{* *}$.

Proposition 4.3: Given the structure ( $\mathscr{A}, F, \mathscr{M}$ ) (see Sec. III) $\alpha^{t^{*}}$ is continuous on $F$ with respect to the weak * topology induced on $F$ by $\mathscr{A}$, iff $\alpha^{t}$ leaves $\mathscr{A}$ stable. More generally, $\alpha^{t^{*}}$ is continuous on $F$ in the weak * topology $\tau_{\mathscr{B}}$ defined on $F$ by a subalgebra $\mathscr{B}$ of $\mathscr{M}$ iff $\alpha^{t}$ leaves $\mathscr{B}$ stable.

Proof: It suffices to prove the second part. Clearly if $\alpha^{t}$ leaves $\mathscr{B}$ stable then $\alpha^{t}$ maps weak ${ }^{*}$ seminorms $p_{B}$ on $F$, defined by elements $B$ of $\mathscr{B}$, into themselves:

$$
\begin{equation*}
p_{B}\left(\alpha^{t^{*} \phi} \phi\right) \equiv\left|\left(\alpha^{t^{*} \phi} \phi\right)(B)\right|=\left|\phi\left(\alpha^{t}(B)\right)\right|=p_{\alpha^{t}(B)}(\phi) \tag{4.8}
\end{equation*}
$$

Thus $\alpha^{t^{*}}$ is $\tau_{\mathscr{B}}$ continuous.
Conversely, if $\alpha^{t *}$ is $\tau_{\mathscr{B}}$ continuous, then $\forall B \in \mathscr{B}$,

$$
f_{B, t}(\phi) \equiv \phi\left(\alpha^{t}(B)\right)=\left(\alpha^{t} \phi\right)(B)
$$

as a composition of continuous functions defines a $\tau_{\mathscr{B}}$ continuous linear functional on $F$. Therefore given $B \in \mathscr{B}$, there exist $B_{1}, \ldots, B_{n} \in \mathscr{B}$ such that

$$
\left|f_{B, t}(\phi)\right|<\sup _{i}\left|\phi\left(B_{i}\right)\right|, \quad \forall \phi \in F
$$

By a standard argument, ${ }^{12}$ this implies that $f_{B, t}(\phi)$ is of the form $\phi\left(\sum_{i=1}^{n} c_{i} B_{i}\right)$. In fact the above bound implies $f_{B, t}(\phi)=0 \quad$ if $\phi\left(B_{i}\right)=0, \quad i=1, \ldots, n$. Hence $\phi_{1}\left(B_{i}\right)$ $=\phi_{2}\left(B_{i}\right), \forall i$ implies $f_{B, t}\left(\phi_{1}\right)=f_{B, t}\left(\phi_{2}\right)$, and therefore there exists a linear functional $g: \mathbb{C}^{n} \rightarrow \mathbb{C}$ such that

$$
\begin{align*}
f_{B, t}(\phi) & =g\left(\phi\left(B_{1}\right), \ldots, \phi\left(B_{n}\right)\right) \\
& =\sum_{i} c_{i} \phi\left(B_{i}\right)=\phi\left(\sum_{i} c_{i} B_{i}\right) . \tag{4.9}
\end{align*}
$$

In conclusion

$$
\phi\left(\alpha^{t}(B)\right)=\phi\left(\sum_{i} c_{i} B_{i}\right), \quad \forall \phi \in F
$$

and since $F$ is separating for $\mathscr{M}$

$$
\alpha^{t}(B)=\sum_{i} c_{i} B_{i}
$$

i.e., $\alpha^{t}$ leaves $\mathscr{B}$ stable.

Remark: The first part of Proposition 4.3 also follows from Kadison's Theorem 4.5 and Corollary 4.7 in Ref. 11, since $F^{+}$is a full family of states in the sense of Kadison. It may be useful to remark that all the complications in Kadison's proof come from the relation between a dense set of (positive, normalized) states and the space of all continuous
linear functionals on $\mathscr{A}$ with respect to the weak * topology (Lemmas 4.1, 4.2, and 4.3 of Ref. 11).

The above discontinuity properties of $\alpha^{t *}$ explains why in general $\phi\left(\beta_{R}^{\lambda} \alpha^{t}(A)\right)$ does not converge to $\phi\left(\beta^{\lambda} \alpha^{t}(A)\right)$. All that is needed is that in the state $\phi$ the symmetry $\beta^{\lambda}$ is approximated on $\mathscr{A}$ by automorphisms $\beta_{R}^{\lambda}$ of $\mathscr{A}$. [It is enough to assume convergence of $\phi\left(\beta_{R}^{\lambda}(A)\right)$ to $\phi\left(\beta^{\lambda}(A)\right)$ for all $A$ in a norm-dense subalgebra of $\mathscr{A}$.] This is equivalent to the weak * convergence of $\beta_{R}^{\lambda^{*}} \phi$ to $\beta^{\lambda *} \phi$. In general, one cannot expect weak convergence of $\beta_{R}^{\lambda^{*}} \phi$, i.e., with respect to the weak topology induced by $\mathscr{\mu}$; weak convergence of $\beta_{R}^{\lambda *} \phi$ is in fact excluded if $\beta_{R}^{\lambda}$ is unbroken in the representation defined by $\phi$ and $\beta^{\lambda}$ is broken (see Proposition 4.2). On the other hand, convergence of $\phi\left(\beta_{R}^{\lambda} \alpha^{t}(A)\right)$, for all $A \in \mathscr{A}$, is equivalent to weak * convergence of $\alpha^{t^{*}} \beta_{R}^{\lambda^{*}} \phi$ and $\alpha^{t^{*}}$ is weakly continuous but not weak * continuous, whenever $\mathscr{A}$ is not $\alpha^{t}$ stable. Then, $\alpha^{t^{*}} \beta_{R}^{\lambda} \phi$ does not converge to $\alpha^{t^{*}} \beta^{\lambda *} \phi$, in general. This argument shows that there is a general topological property which prevents the combination of time evolution and the approximation of $\beta^{\lambda}$ by $\beta_{R}^{\lambda}$ in the way required for Goldstone's Theorem.

The constraints on the energy spectrum, following from spontaneous breaking of continuous symmetries, can be sharply characterized in terms of the time evolution of large bubbles, as $R \rightarrow \infty$. To this purpose we consider a one-parameter continuous group of symmetries $\beta^{\lambda}, \lambda \in R$, approximated by localized automorphisms $\beta_{R}^{\lambda}$ in the sense of Eqs. (4.1)-(4.3), and $\phi=\langle\Psi, \cdot \Psi\rangle$, a state invariant under space and time translations, with $\Psi$ in the domain of all the operators $Q_{R}$. Then, since automorphisms of the form (4.1), with $U_{R} \in \mathscr{M}$, clearly extended to automorphisms of the Von Neumann algebra $\mathscr{M}$, still given by Eq. (4.1),

$$
\begin{align*}
\phi\left(\left[Q_{R}, \alpha^{t}(A)\right]\right) & =-\left.i \frac{d}{d \lambda} \phi\left(\beta_{R}^{\lambda} \alpha^{t}(A)\right)\right|_{\lambda=0} \\
& =-\left.i \frac{d}{d \lambda}\left(\alpha^{t^{*}} \beta_{R}^{\lambda *} \phi\right)(A)\right|_{\lambda=0} \tag{4.10}
\end{align*}
$$

for any $A$ in $\mathscr{A}$, or more generally in $\mathscr{M}$.
The limit $R \rightarrow \infty$ of the first term on the left-hand side will be discussed in Sec. VI and related to the low momentum behavior of the energy spectrum. On the right-hand side the limit $R \rightarrow \infty$ can be interchanged with $d / d \lambda$, for $A$ in a subalgebra of $\mathscr{M}$, under general technical conditions [see Secs. IV and VI]. Thus the information on the energy spectrum is provided by the function

$$
\begin{equation*}
\lim _{R \rightarrow \infty}\left(\alpha^{t^{*}} \beta_{R}^{\lambda^{*}} \phi\right)(A) \tag{4.11}
\end{equation*}
$$

For $A \in \mathscr{A}$, the limit (4.11) is given by the weak * limit of the time evolution of large "bubbles" of radius $R,{ }^{4}$ as $R \rightarrow \infty$. In the case of local algebraic dynamics such limit exists and it is independent of time. By Eq. (4.10) this implies the appearance of $\omega=0$ in the point spectrum of the energy of excitations at $\mathbf{k}=0$. When the algebraic dynamics is nonlocal, i.e., $\mathscr{A}$ is not $\alpha^{t}$ stable, the limit (4.11) is not in general given by $\beta^{*} \phi$, since $\alpha^{{ }^{*}}$ is not weak ${ }^{*}$ continuous. The time dependence of the limit (4.11) (when it exists) is responsible for an energy gap at low momenta.

The above discussion shows that the generalization of Goldstone's Theorem to the nonlocal case requires the control of the limit (4.11).

## B. Effective localization of the dynamics and local approximation of symmetries

The occurrence of variables at infinity in the time evolution of local variables precludes the possibility of a local approximation of symmetries on an algebra stable under time evolution. However, since in each factorial representation $\pi$ of $\mathscr{A}$, stable under time evolution, the variables at infinity become time independent $c$-numbers, it is reasonable to expect that the representation $\pi$ defines a reduced algebraic dynamics $\alpha_{\pi}^{t}$ which leaves stable an "essentially local" algebra, i.e., a subalgebra $\mathscr{A}_{1}$ of $\mathscr{M}$ that does not contain infinitely delocalized variables. Such effective localization of the dynamics can be formalized in the following way. First we introduce the following.

Definition 4.4: We shall say that the algebraic dynamics is essentially local if there exists a subalgebra $\mathscr{A}_{l} \subset \mathscr{M}$, called algebra of essential localization (without loss of generality $\mathscr{A}_{l}$ can be taken closed in the norm topology since $\alpha^{t}$ is continuous in such topology) with the following properties:
(a) $\mathscr{A}_{l}$ has a trivial center,
(b) $\mathscr{A}_{l}$ is weakly dense in $\mathscr{M}$,
(c) $\mathscr{A}_{1}$ is stable under $\alpha^{t}$.

Clearly the above definition tries to abstract the relevant structure properties associated to local dynamics: in fact, in the constructive approach discussed in Sec. III, if the interaction is local the algebra (e.g., of local canonical variables) $\mathscr{A}_{0}$ is stable under $\alpha^{t}$ and one can take $\mathscr{A}_{1}=\mathscr{A}_{0}$.

Definition 4.5: The algebraic dynamics is said to be essentially nonlocal if every subalgebra of $\mathscr{M}$ which is stable under $\alpha^{t}$ and weakly dense in $\mathscr{M}$ has a nontrivial center. This is always the case if the dynamics involves variables at infinity.

The above definitions can be reformulated in terms of continuity properties of $\alpha^{t *}$. Since $\mathscr{A}_{l} \subset \mathscr{M}, \mathscr{A}_{1}$ is faithfully represented by $F$ and therefore by Proposition $4.3 \mathscr{A}_{l}$ is $\alpha^{t}$ stable iff $\alpha^{t^{*}}$ is continuous with respect to the weak * topology defined by $\mathscr{A}_{1}$ on $F$. Moreover, one can show that $\mathscr{A}_{l}$ is weakly dense in $\mathscr{M}$ iff the weak * topology defined by $\mathscr{A}_{l}$ on $F$ separates the points. Hence the dynamics is essentially local iff $\alpha^{\boldsymbol{t}^{*}}$ is continuous with respect to some weak Hausdorff topology defined by a subalgebra $\mathscr{A}_{l} \subset \mathscr{M}$, with trivial center. Thus, the "essential nonlocality" of the dynamics corresponds to the discontinuity of $\alpha^{t^{*}}$ with respect to all weak Hausdorff topologies defined by subalgebras of $\mathscr{M}$ with trivial center.

Definition 4.6: A factorial representation $\pi$ of the family $F$, stable under $\alpha^{t^{*}}$ leads to an effective localization of the dynamics if there exists a subalgebra $\mathscr{A}, \subset \mathscr{M}$, called algebra of effective localization with the following properties: (i) $\mathscr{A}_{l}$ is faithfully represented by $\pi$, (ii) $\mathscr{A}_{l}$ is weakly dense in $\mathscr{M}$, and (iii) there exists an automorphism $\alpha_{\pi}^{t}$ of $\mathscr{A}_{1}$, which coincides with $\alpha^{t}$ in the representation $\pi$, namely, for any state $\phi \in \pi$,

$$
\begin{equation*}
\phi\left(\alpha^{t}(A)\right)=\phi\left(\alpha_{\pi}^{t}(A)\right), \quad \forall A \in \mathscr{A}_{1} \tag{4.12}
\end{equation*}
$$

Since $\mathscr{A}_{1}$ is weakly dense in $\mathscr{M}, \pi\left(\mathscr{A}_{1}\right)$ is weakly dense in $\pi(\mathscr{M})$ and therefore the center of $\pi\left(\mathscr{A}_{l}\right)$ is contained in the center of $\pi(\mathscr{M})$ which is trivial because $\pi$ is factorial. [If $z \in \pi\left(\mathscr{A}_{l}\right) \cap \pi\left(\mathscr{A}_{1}\right)$ ', clearly $z \in \pi(\mathscr{M})$, and moreover $z$ commutes with $\pi(\mathscr{M})$ since it commutes with a weakly dense subalgebra.] Since $\mathscr{A}_{I}$ is faithfully represented by $\pi\left(\mathscr{A}_{l}\right)$, it follows that $\mathscr{A}_{l}$ has a trivial center. Thus condition (i) is the analog of property (a), in Definition 4.4, and in particular $\mathscr{A}_{1}$ does not contain any infinitely delocalized variable.

Furthermore, since $\pi$ yields a faithful representation of $\mathscr{A}_{l}$, the automorphism $\alpha_{\pi}^{t}$ is unique, if it exists.

The physical meaning of this structure is that the essential nonlocal effects of the algebraic dynamics are due to the involvement of the variables at $\infty$; once such variables are frozen to $c$-numbers, as happens with the choice of a factorial representation $\pi$, then one obtains a dynamics which maps a complete set $\mathscr{A}_{1}$ of "essentially local variables" into themselves.

More generally a family of factorial representations $\left\{\pi_{\alpha}\right\}$, each stable under time evolution, effectively localizes the dynamics on $\mathscr{A}_{1}$ if $\mathscr{A}_{1}$ is weakly dense in $\mathscr{M}$, it is faithfully represented by each $\pi_{\alpha}$, and for any $\pi_{\alpha}$ there exists an automorphism $\alpha_{\pi_{\alpha}}^{t}$ that satisfies condition (iii).

The connection with the essentially local case is given by the following.

Proposition 4.7: If the algebraic dynamics is essentially local, with localization algebra $\mathscr{A}_{l}$, then any factorial representation $\pi$, stable under $\alpha^{t^{*}}$, which faithfully represents $\mathscr{A}_{l}$, effectively localizes the dynamics.

The above algebraic structure offers a convenient mathematical framework for the generalization of the Goldstone Theorem: the effective localization algebra $\mathscr{A}_{1}$ is in fact a natural algebra on which symmetries may be locally approximated (see Proposition 4.2) and furthermore it is stable under a reduced dynamics, $\alpha_{\pi}^{t}$, which coincides with $\alpha_{t}$ in $\pi$.

Proposition 4.8: Let $\phi$ be a state of a factorial representation $\pi$, which effectively localizes the dynamics on an algebra $\mathscr{A}_{l} \subset \mathscr{M}$ (see Definition 4.6), and $\beta$ an automorphism of $\mathscr{M}$ which is weakly approximated on $\mathscr{A}_{l}$ by automorphisms $\beta_{R}$ of $\mathscr{A}_{l}$, which are not broken in $\pi$. Then for $A \in \mathscr{A}_{l}$,

$$
\begin{equation*}
\lim _{R \rightarrow \infty} \phi\left(\beta_{R} \alpha^{t}(A)\right)=\phi\left(\beta \alpha_{\pi}^{t}(A)\right) \tag{4.13}
\end{equation*}
$$

Proof: Since $\beta_{R}$ is not broken in $\pi$, the state $\beta_{R}^{*} \phi$ still belongs to $\pi$ and therefore by Eq. (4.12)

$$
\begin{aligned}
\phi\left(\beta_{R} \alpha^{t}(A)\right) & =\left(\beta_{R}^{*} \phi\right)\left(\alpha^{t}(A)\right) \\
& =\left(\beta_{R}^{*} \phi\right)\left(\alpha_{\pi}^{t}(A)\right)=\phi\left(\beta_{R} \alpha_{\pi}^{t}(A)\right)
\end{aligned}
$$

Now, since $\mathscr{A}_{l}$ is $\alpha_{\pi}^{t}$ stable and $\beta_{R}$ converges weakly to $\beta$ on $\mathscr{A}_{l}$, one has
$\lim _{R \rightarrow \infty} \phi\left(\beta_{R} \alpha_{\pi}^{t}(A)\right)=\phi\left(\beta \alpha_{\pi}^{t}(A)\right)$.
Clearly all that is needed for the proof is that $\beta_{R}$ converges weakly to $\beta$ on $\mathscr{A}_{1}$ in the representation $\pi$. Equation (4.13) can also be written in the form

$$
\begin{equation*}
\lim _{R \rightarrow \infty} \alpha^{t *} \beta_{R}^{*} \phi=\alpha_{\pi}^{t *} \beta^{*} \phi \tag{4.14}
\end{equation*}
$$

as an equation for states on the algebra $\mathscr{A}_{1}$, and the limit is taken in the weak * topology defined by $\mathscr{A}_{I}$. In the logic of the discussion in Sec. IV, (ii), the point is that $\alpha_{\pi}^{\boldsymbol{*}^{*}}$ is continuous in the weak * topology in which $\beta_{R}^{*} \phi$ converges to $\beta^{*} \phi$, whereas $\alpha^{t *}$ is not. By exploiting the effective localization of the dynamics in the representation $\pi$, one can therefore compute the weak * limit of the time evolution of bubbles as $R \rightarrow \infty$. Since $\alpha_{\pi}^{t}$ is in general different from $\alpha^{t}$, it does not in general commute with $\beta$. As a result, (1) the time evolution of large bubbles depends on the representation defined by the state $\phi$, typically by the behavior at infinity of the states of $\pi$; (2) a nontrivial time evolution may persist in the limit $R \rightarrow \infty$ and it can be computed in terms of $\alpha_{\pi}^{t}$; and (3) the relation between $\alpha_{\pi}^{z}$ and $\beta$ becomes a relevant step for the generalization of Goldstone's Theorem.

## V. EFFECTIVE LOCALIZATION OF THE DYNAMICS AND SYMMETRIES

In this section we discuss the relation between $\alpha^{t}, \alpha_{\pi}^{t}$ and the automorphisms of $\mathscr{M}$. In the following, we always consider an algebraic dynamics $\alpha^{t}$, a (factorial) representation $\pi$ which effectively localizes the dynamics on $\mathscr{A}_{1}$ (Definition 4.6) and a one-parameter group of automorphisms $\beta^{\lambda}$ of $\mathscr{A}_{l}$ with the following properties:
(I) $\beta^{\lambda} \alpha^{t}=\alpha^{t} \beta^{\lambda}$,
(II) $\beta^{\lambda}$ leaves $\mathscr{A}_{l}$ stable.

We start by listing some characteristic features of the effective dynamics $\alpha_{\pi}^{t}$.

Proposition 5.1: If the representation $\pi$ localizes the dynamics on $\mathscr{A}_{1}$ with $\alpha_{\pi}^{t}$ the corresponding time automorphism, then also the representations $\pi_{\lambda}$ defined by

$$
\pi_{\lambda}(\cdot)=\pi\left(\beta^{\lambda}(\cdot)\right)
$$

localize the dynamics on $\mathscr{A}_{1}$ with time automorphism given by

$$
\alpha_{\pi_{\lambda}}^{t}=\left(\beta^{\lambda}\right)^{-1} \alpha_{\pi}^{t} \beta^{\lambda}
$$

Proof: Since $\beta^{\lambda}$ is an automorphism of $\mathscr{A}_{l}$, if $\pi$ is a faithful representation of $\mathscr{A}_{l}$, so is $\pi_{\lambda}$ and by Eq. (I), $\pi_{\lambda}$ is stable under $\alpha^{t^{*}}$. By assumption $\mathscr{A}_{1}$ is $\beta^{\lambda}$ and $\alpha_{\pi}^{t}$ stable and therefore it is also $\alpha_{\pi_{\lambda}}^{t}$ stable. Furthermore, in the representation $\pi_{\lambda}, \alpha_{\pi_{\lambda}}^{t}$ reduces to $\alpha^{t}$ since $\forall A \in \mathscr{A}_{l}$,

$$
\begin{aligned}
\pi_{\lambda}\left(\alpha^{t}(A)\right) & =\pi\left(\beta^{\lambda} \alpha^{t}(A)\right) \\
& =\pi\left(\alpha^{t} \beta^{\lambda}(A)\right)=\pi\left(\alpha_{\pi}^{t} \beta^{\lambda}(A)\right) \\
& =\pi_{\lambda}\left(\left(\beta^{\lambda}\right)^{-1} \alpha_{\pi}^{t} \beta^{\lambda}(A)\right)
\end{aligned}
$$

where in the second equality we have used the commutation $\alpha^{t} \beta^{\lambda}=\beta^{\lambda} \alpha^{t}$, and in the third equality we have used the stability of $\mathscr{A}_{1}$ under $\beta^{\lambda}$.

As we have already discussed, the crucial property for the phenomenon of mass generation associated to spontaneous symmetry breaking is that the effective dynamics is not invariant under $\beta^{\lambda}$, i.e., on $\mathscr{A}_{1}, \beta^{\lambda} \alpha_{\pi}^{t} \neq \alpha_{\pi}^{t} \beta^{\lambda}$. Clearly, this is possible only if $\alpha_{\pi}^{t} \neq \alpha^{t}$. The case in which $\alpha^{t}=\alpha_{\pi}^{t}$ can actually be considered as equivalent to the standard case and the usual approach to Goldstone's Theorem can be used in this case.

Therefore a necessary condition for a departure from the standard Goldstone Theorem is that $\alpha_{\pi}^{t} \neq \alpha^{t}$.

Proposition 5.2: The stability of $\mathscr{A}_{I}$ under $\alpha^{t}$ is a necessary and sufficient condition for $\alpha_{\pi}^{t}=\alpha^{t}$.

Proof: Obviously, $\alpha^{t}$ and $\alpha_{\pi}^{t}$ are both defined as maps from $\mathscr{A}_{l}$ to $\mathscr{M}$; since $\alpha_{\pi}^{t}$ leaves $\mathscr{A}_{1}$ stable, $\alpha^{t}=\alpha_{\pi}^{t}$ implies $\alpha^{t}$ stability of $\mathscr{A}_{l}$. Conversely if $\mathscr{A}_{l}$ is $\alpha^{t}$ stable, $\alpha^{t}$ and $\alpha_{\pi}^{t}$ leave $\mathscr{A}_{l}$ stable and they coincide in a representation $\pi$ which is a faithful representation of $\mathscr{A}_{l}$; hence they coincide on $\mathscr{A}_{1}$.

Remark: Clearly, the condition $\alpha_{\pi}^{t} \neq \alpha^{t}$ is $\beta^{\lambda}$ covariant in the sense that $\alpha_{\pi}^{t} \neq \alpha^{z}$ implies

$$
\alpha_{\pi_{\lambda}}^{t} \neq \alpha^{t}
$$

for any other representation $\pi_{\lambda}$ (see Proposition 5.2). In fact, if for some $\lambda, \alpha_{\pi_{\lambda}}^{t}=\alpha^{t}$, then, by using the definition of $\alpha_{\pi_{\lambda}}$ and the commutation $\beta^{\lambda} \alpha^{t}=\alpha^{t} \beta^{\lambda}$, one also gets $\alpha_{\pi}^{t}=\alpha^{t}$.

The following proposition deals with the relation between $\beta^{\lambda} \alpha_{\pi}^{t} \neq \alpha_{\pi}^{i} \beta_{\lambda}$ and the spontaneous breaking of $\beta^{\lambda}$ in the representation $\pi$.

Proposition 5.3: If $\beta^{\lambda}$ is unbroken in a representation $\pi$ which localizes the dynamics on $\mathscr{A}_{1}$, then

$$
\beta^{\lambda} \alpha_{\pi}^{t}=\alpha_{\pi}^{t} \beta^{\lambda}
$$

as automorphisms of $\mathscr{A}_{l}$, equivalently, if

$$
\beta^{\lambda} \alpha_{\pi}^{t} \neq \alpha_{\pi}^{t} \beta^{\lambda}
$$

then $\beta^{\lambda}$ is broken in $\pi$.
Proof: Unbroken $\beta^{\lambda}$ means that $\pi \circ \beta^{\lambda}$ is quasiequivalent to $\pi$ and therefore, for all states $\phi$ of $\pi \circ \beta^{\lambda}$,

$$
\phi\left(\alpha^{t}(A)\right)=\phi\left(\alpha_{\pi}^{t}(A)\right), \quad \forall A \in \mathscr{A}_{l}
$$

Then, $\forall A \in \mathscr{A}_{l}$,

$$
\begin{aligned}
\pi\left(\alpha_{\pi}^{t} \beta^{\lambda}(A)\right) & =\pi\left(\alpha^{t} \beta^{\lambda}(A)\right) \\
& =\pi\left(\beta^{\lambda} \alpha^{t}(A)\right)=\pi\left(\beta^{\lambda} \alpha_{\pi}^{t}(A)\right)
\end{aligned}
$$

and since $\mathscr{A}_{l}$ is faithfully represented by $\pi$,
$\alpha_{\pi}^{t} \beta^{\lambda}=\beta^{\lambda} \alpha_{\pi}^{t} \quad$ on $\quad \mathscr{A}_{l}$.
Corollary 5.4: If the space translations $\alpha_{\mathrm{x}}$ define automorphisms of $\mathscr{M}$ which commute with $\alpha^{t}$, and $\mathscr{A}_{l}$ is $\alpha_{\mathrm{x}}$ stable, then if $\alpha_{x}$ is unbroken

$$
\alpha_{\pi}^{t} \alpha_{\mathrm{x}}=\alpha_{\mathrm{x}} \alpha_{\pi}^{t}
$$

In conclusion we have shown that the condition

$$
\beta^{\lambda} \alpha_{\pi}^{t} \neq \alpha_{\pi}^{t} \beta^{\lambda}
$$

which will be at the basis of the discussion in the next sections, implies ( $\alpha$ ) $\beta^{\lambda}$ is spontaneously broken, and ( $\beta$ ) $\alpha_{\pi}^{t} \neq \alpha^{t}$ or equivalently $\mathscr{A}_{1}$ is not $\alpha^{t}$ stable. The discussion can be made sharper by introducing the following.

Definition 5.4: Given a dynamical system ( $\mathscr{M}, \alpha^{t}$ ), the algebraic dynamics is essentially local, with localization algebra $\mathscr{A}_{1}$, with respect to the family of states $S \subset F$, which is norm closed and stable under $\mathscr{A}$, if there is a weakly dense subalgebra $\mathscr{A}_{l} \subset \mathscr{M}$, with trivial center and stable under $\alpha^{t}$ in the representation space $\mathscr{H}_{S}=P_{S} \mathscr{H}$ (where $P_{S}$ is the central projection corresponding to the states $S$, see Proposition 2.1), i.e., $\alpha^{t}$ leaves $P_{S} \mathscr{A}_{l}$ stable.

Proposition 5.5: Given a dynamical system ( $\mathscr{M}, \alpha^{l}$ ) and
a representation $\pi$ which effectively localizes the dynamics on $\mathscr{A}_{1}$ (localization algebra), let $S$ denote the family of states of the form $\pi_{\lambda}=\pi^{\circ} \beta^{\lambda}$ and $P_{S}$ the corresponding projection, then the following conditions are equivalent:
(1) $\beta^{\lambda} \alpha_{\pi}^{t} \neq \alpha_{\pi}^{2} \beta^{\lambda}$, for some $\lambda$,
(2) $P_{S} \alpha^{i} \mathscr{A}_{l} \neq P_{S} \alpha_{\pi}^{t} \mathscr{A}_{l}$,
(3) the algebraic dynamics is not essentially local, with localization algebra $\mathscr{A}_{1}$, with respect to the family of states $S$.

Proof: We now show that (1) is equivalent to (2). In fact, if $\beta^{\lambda} \alpha_{\pi}^{t}=\alpha_{\pi}^{t} \beta^{\lambda}$, for any $\pi_{\lambda}$ we get

$$
\begin{aligned}
\pi_{\lambda}\left(\alpha_{\pi}^{t}\left(\mathscr{A}_{l}\right)\right) & =\pi_{\lambda}\left(\beta^{-\lambda} \alpha_{\pi}^{t} \beta^{\lambda}\left(\mathscr{A}_{l}\right)\right) \\
& =\pi\left(\alpha_{\pi}^{t} \beta^{\lambda}\left(\mathscr{A}_{l}\right)\right)=\pi\left(\alpha^{t} \beta_{\lambda}\left(\mathscr{A}_{l}\right)\right) \\
& =\pi\left(\beta^{\lambda} \alpha^{t}\left(\mathscr{A}_{l}\right)=\pi_{\lambda}\left(\alpha^{t}\left(\mathscr{A}_{l}\right)\right)\right.
\end{aligned}
$$

Thus

$$
P_{S} \alpha_{\pi}^{t} \mathscr{A}_{l}=P_{S} \alpha^{t} \mathscr{A}_{l}
$$

i.e., (2) implies (1). On the other hand, if (1) holds, since both $\beta^{\lambda}$ and $\alpha_{\pi}^{t}$ leave $\mathscr{A}_{l}$ stable and $\pi$ yields a faithful representation of $\mathscr{A}_{1}$, we have

$$
\begin{aligned}
& \pi\left(\beta^{\lambda} \alpha_{\pi}^{t} \beta^{-\lambda}\left(\mathscr{A}_{l}\right)\right) \\
& \quad \neq \pi\left(\alpha_{\pi}^{t}\left(\mathscr{A}_{l}\right)\right)=\pi\left(\alpha^{t}\left(\mathscr{A}_{l}\right)\right)
\end{aligned}
$$

and therefore

$$
\begin{aligned}
& \pi_{\lambda}\left(\alpha_{\pi}^{t} \beta^{-\lambda}\left(\mathscr{A}_{l}\right)\right) \\
& \quad \neq \pi_{\lambda}\left(\beta^{-\lambda} \alpha^{t}\left(\mathscr{A}_{l}\right)\right)=\pi_{\lambda}\left(\alpha^{t} \beta^{-\lambda}\left(\mathscr{A}_{l}\right)\right) \\
& \text { i.e., } \\
& \quad \alpha^{t} \neq \alpha_{\pi}^{t} \quad \text { on } \quad P_{\pi_{\lambda}} \mathscr{A}_{l}
\end{aligned}
$$

for any $\lambda$ such that (1) holds. Hence (1) implies (2). To complete the proof it is enough to show that (2) is equivalent to (3). In fact, if (3) does not hold, $P_{S} \mathscr{A}_{1}$ is $\alpha^{t}$ stable (Definition 5.4); moreover, $P_{S} \mathscr{A}_{l}$ is faithfully represented in $\pi$ because $\mathscr{A}_{1} \rightarrow P_{S} \mathscr{A}_{1} \rightarrow P_{\pi} \mathscr{A}_{1}$ are morphisms and $\mathscr{A}_{l} \rightarrow P_{\pi} \mathscr{A}_{l}$ is an isomorphism. Hence

$$
\begin{aligned}
P_{\pi} \alpha^{t} P_{S} \mathscr{A}_{l} & =\alpha^{t} P_{\pi} \mathscr{A}_{l} \\
& =\alpha_{\pi}^{t} P_{\pi} \mathscr{A}_{l}=P_{\pi} \alpha_{\pi}^{t} \mathscr{A}_{l}
\end{aligned}
$$

implies

$$
\alpha^{t} P_{S} \mathscr{A}_{l}=\alpha_{\pi}^{t} \mathscr{A}_{l}
$$

and, (2) $\rightarrow$ (3). Conversely, if (2) does not hold, i.e., $P_{S} \alpha^{i} \mathscr{A}_{l}=P_{S} \alpha_{\pi}^{t} \mathscr{A}_{l}$ and therefore

$$
\begin{aligned}
\alpha^{t} P_{s} \mathscr{A}_{l} & =P_{S} \alpha^{t} \mathscr{A}_{l} \\
& =P_{s} \alpha_{\pi}^{t} \mathscr{A}_{l} \subset P_{S} \mathscr{A}_{l}
\end{aligned}
$$

and (3) cannot hold.

## VI. CHARGE COMMUTATORS AND ENERGY SPECTRUM AT LOW MOMENTA

In view of our interest in clarifying the conditions under which spontaneous symmetry breaking occurs together with an energy gap above the ground state, it is convenient to reexamine the relation between charge commutators and energy spectrum at zero momentum.

In the rigorous proofs of Goldstone's Theorem a crucial role is played by the local structure of the algebra of fields. The two main points in which locality enters in an essential way is the stability under time evolution of the local algebra and the $R$ independence of $\left\langle\left[Q_{R}, A^{t}\right]\right\rangle$ for sufficiently large $R$.

For systems with long-range interactions, in general one loses locality and the discussions in the literature have been done with the philosophy of giving appropriate substitutes of locality (typically assumptions about the decay of the correlation functions). Unfortunately, this approach prevents from the beginning extensions to the case of an energy gap associated to spontaneous symmetry breaking. The aim of this section is to discuss the relation between energy spectrum and charge commutators independently from any locality assumption, in a way that applies to the energy gap generation.

The relevant condition ${ }^{4}$ at the basis of our discussion is the integrability of the charge as a commutator. As a special case, when the vacuum expectation value of the charge commutator is time independent, as follows from locality or from conditions which guarantee a "sufficiently local" structure, ${ }^{13,14}$ we obtain the existence of the isolated point $\omega=0$ in the energy spectrum of excitations at $k=0$, without special assumptions on the Fourier transform of charge commutators. ${ }^{13,15}$

We consider a representation $\pi$ of an algebra $\mathscr{A}$, with space and time translations described by strongly continuous unitary operators $U(\mathbf{a}), U(t)$ and with a unique spacetime translational invariant (vacuum) vector $\Psi_{0}$. As in the standard discussion of Goldstone's Theorem we are led to consider the limit $R \rightarrow \infty$ of the commutators $\left[Q_{R}, A^{t}\right]$ where $A$ is an Hermitian operator, $A^{t} \equiv U(t) A U(t)^{-1}$ and the "local charge" $Q_{R}$ is essentially the integral of a charge density $j_{0}(x)$ over a region of size $R$. In general a time smearing is needed and $j_{0}(\mathbf{x}, t)$ is assumed to be a Hermitian opera-tor-valued distribution of $\mathscr{S}^{\prime}\left(R^{4}\right)$, which transforms covariantly under space-time translations and has $\Psi_{0}$ in its domain.

The relevant condition ${ }^{4}$ [condition (A)] is that the charge density commutator
$i\left\langle\Psi_{o},\left[j_{0}(\mathbf{x}), A^{t}\right] \Psi_{0}\right\rangle=i\left(\Psi_{0},\left[j_{0}(\mathbf{x},-t), A\right] \Psi_{0}\right\rangle \equiv J(\mathbf{x}, t)$
is a finite measure in the $\mathbf{x}$ variable, i.e., there is a Schwartz seminorm $\left\|\|_{\mathscr{L}}\right.$ such that for $g(t) \in \mathscr{P}\left(R^{1}\right), f(\mathbf{x})$ $\in \mathscr{S}\left(R^{3}\right)$,

$$
|J[f g]|<C\|g\|_{\mathscr{\varphi}} \sup _{\mathbf{x}}|f(\mathbf{x})| .
$$

As a consequence the integral of $J(\mathbf{x}, t)$ over $\mathbf{x}$ defines a tempered distribution $J(t)$. Actually, as we shall see, without loss of generality one can assume that the above (time smeared) commutator is a $C^{\infty}$ integrable function. In general, for any sequence $\left\{f_{R}\right\}$, with $0 \leqslant f_{R}(x) \leqslant 1$ and $f_{R}(x)$ $=1$ for $|\mathbf{x}|<R$, we have

$$
\begin{equation*}
J(t)=\lim _{R \rightarrow \infty}\left\langle\left[j_{0}\left(f_{R}\right), A^{t}\right]\right\rangle_{0} \tag{6.2}
\end{equation*}
$$

in the sense of distributions [since for any finite measure $\left.\int f_{R}(x) d \mu(x) \rightarrow \int d \mu(x)\right]$.

The crucial role of condition (A) for a rigorous derivation of the nonrelativistic Goldstone Theorem, with a careful handling of the distributional and measure theoretical delicate points, does not seem to have been realized in the vast previous literature. ${ }^{13,15,16}$ As will be clear from the following Proposition 6.1 and Corollary 6.2, the derivation of the Goldstone energy spectrum at $k=0$ (especially in the case of point spectrum) is made possible by this condition. It should be stressed that this condition involves the behavior of the commutator, not of the two-point function.

Proposition 6.1: Within the above framework, if the charge density commutator

$$
\begin{equation*}
i\left\langle\Psi_{0},\left[j_{0}(\mathbf{x}), A^{t}\right] \Psi_{0}\right\rangle \equiv J(\mathbf{x}, t) \tag{6.3}
\end{equation*}
$$

is a finite measure in $\mathbf{x}$, after smearing in $t$ [condition (A)], then as a tempered distribution in $\omega$

$$
\begin{align*}
& i\left\langle\Psi_{0}, j_{0}(f) d E_{\omega} d E_{k} A \Psi_{0}\right\rangle \\
& \quad-i \overline{\left\langle\Psi_{0}, j_{0}(f) d E_{-\omega} d E_{-k} A \Psi_{0}\right\rangle} \equiv \widetilde{J}^{f}(k, \omega) \tag{6.4}
\end{align*}
$$

is a continuous function of $k$, with

$$
\begin{equation*}
\lim _{k \rightarrow 0}(2 \pi)^{3} \widetilde{J}^{f}(k, \omega)=\widetilde{J}(\omega), \tag{6.5}
\end{equation*}
$$

where $f$ is any real test function $\in \mathscr{S}\left(R^{3}\right)$, with

$$
\begin{equation*}
\int f(x) d^{3} x=1 \tag{6.6}
\end{equation*}
$$

$d E_{\omega}, d E_{k}$ are the spectral measures associated to the generators of time and space translations and $\widetilde{J}(\omega)$ is the Fourier transform of

$$
J(t)=i \lim _{R \rightarrow \infty}\left\langle\left[j_{0}\left(f_{R}\right), A^{t}\right]\right\rangle
$$

Equations (6.4) and (6.5) imply that for any real $g(t)$

$$
J[g]=-2(2 \pi)^{3} \operatorname{Im}\left\langle\Psi_{0}, j_{0}(f) d E[\overline{\bar{g}}] d E_{k=0} A \Psi_{0}\right\rangle
$$

and therefore as distributions on real symmetric test functions $\tilde{g}(\omega)$

$$
\begin{equation*}
\widetilde{J}(\omega)=-2(2 \pi)^{3} \operatorname{Im}\left\langle\Psi_{0}, j_{0}(f) d E_{\omega} d E_{k=0} A \Psi_{0}\right\rangle \tag{6.7}
\end{equation*}
$$

Furthermore, if $\Psi_{0}$ is the lowest energy state, i.e., $d E_{\omega}=0$ for $\omega<0$ (spectral condition), then on test functions with support in $\omega \geqslant 0$,

$$
\begin{equation*}
\widetilde{J}(\omega)=i(2 \pi)^{3}\left\langle\Psi_{0}, j_{0}(f) d E_{\omega} d E_{k=0} A \Psi_{0}\right\rangle \tag{6.8}
\end{equation*}
$$

Proof: We consider the expectation value

$$
\begin{aligned}
& i\left\langle j_{0}\left(f_{\mathbf{x}}\right) \Psi_{0}, A^{t} \Psi_{0}\right\rangle \\
& \quad=i\left\langle j_{0}(f) \Psi_{0}, U(\mathbf{x}) A^{t} \Psi_{0}\right\rangle \equiv F(\mathbf{x}, t)
\end{aligned}
$$

with $f \in \mathscr{S}$, satisfying Eq. (6.6). After time smearing, it is a $C^{\infty}$ bounded function of $\mathbf{x}$, because $f$ is in $\mathscr{S}$ and $U(\mathbf{x})$ is a unitary operator. By condition (A) the commutator

$$
i\left\langle\left[j_{0}\left(f_{\mathbf{x}}\right), A^{t}\right]\right\rangle_{0} \equiv J^{f}(\mathbf{x}, t)
$$

is a $C^{\infty}$ integrable function of $x$ and

$$
\begin{equation*}
\int d^{3} x J^{f}(\mathbf{x}, t)=\int d^{3} x d^{3} y f(\mathbf{x}+\mathbf{y}) J(\mathbf{y}, t)=J(t) \tag{6.9}
\end{equation*}
$$

The Fourier transform of $F$ is therefore a complex measure given by

$$
\widetilde{F}(k, t)=i\left\langle j_{0}(f) \Psi_{0}, d E_{k} A^{t} \Psi_{0}\right\rangle
$$

and

$$
\begin{equation*}
\widetilde{F}(k, t)+\overline{\widetilde{F}(-k, t)}=\widetilde{J}^{f}(k, t) \tag{6.10}
\end{equation*}
$$

is a continuous function of $k$, after smearing in $t$.
Since the spectral resolutions of energy and momentum commute we also have

$$
\begin{aligned}
\widetilde{J}^{f}(k, t)= & i \int_{\omega} e^{i \omega t}\left[\left\langle j_{0}(f) d E_{\omega} d E_{k} A\right\rangle\right. \\
& \left.-\overline{\left\langle j_{0}(f) d E_{-\omega} d E_{-k} A\right\rangle}\right]
\end{aligned}
$$

and $\widetilde{J}^{f}(k, \omega)$ is a finite measure in $k$, and a tempered distribution in $\omega$, and it is continuous in $k$, when smeared with a $\tilde{g}(\omega) \in \mathscr{S}$. By the estimate in (A), $\widetilde{J}^{f}(k, \omega)$ is actually continuous in $k$ as a distribution in $\omega$ and by Eq. (6.9)

$$
(2 \pi)^{3} \widetilde{J}^{f}(0, \omega)=\widetilde{J}(\omega)
$$

By definition $J(t)$ is real and $\widetilde{J}(\omega)=\overline{\widetilde{J}}(-\omega)$, so that $\widetilde{J}(\omega)$ vanishes on the test functions $\tilde{g}(\omega)$ with the property $\tilde{g}(\omega)=-\overline{\tilde{g}}(-\omega)$. On the test functions $\tilde{g}(\omega)=\overline{\tilde{g}}(-\omega)$, Eq. (6.5') follows from Eq. (6.5). If $\tilde{g}$ is real, Eq. (6.7) follows from Eq. (6.5). Equation (6.8) is an immediate consequence of Eq. (6.5) and the spectral condition.

Corollary 6.2 (Goldstone's Theorem): Under the assumptions of Proposition 6.1, if $J(t)$ is a constant, as it happens if on an algebra stable under time evolution, the charge $Q_{R}$ generates an automorphism which commutes with time translations, one gets that on real symmetric test functions $\tilde{g}(\omega)$ the imaginary part of the expectation value of the spectral measure $d E_{\omega}$ at $k=0$ is concentrated in $\omega=0$. Such an isolated point in the energy spectrum only arises from contributions of states orthogonal to the ground state.

Proof: It follows easily from Eq. (6.7). A smearing of Eq. (6.4) by real symmetric test functions $h(k)$ and $g(\omega)$ shows that the ground state cannot contribute to $J^{f}(k, \omega)$ :

$$
\begin{aligned}
& i\left\langle\Psi_{0}, j_{0}(f) d E(h) d E(g) \Psi_{0}\right\rangle\left\langle\Psi_{0}, A \Psi_{0}\right\rangle \\
& \quad-i\left\langle\Psi_{0}, j_{0}(f) d E(h) d E(g) \Psi_{0}\right\rangle\left\langle\Psi_{0}, A \Psi_{0}\right\rangle=0 .
\end{aligned}
$$

Remark: When the spectrum of $J(t)$ is discrete, Proposition 6.1 implies that the corresponding points $\omega_{i}$ in the energy spectrum describe (elementary) excitations with a lifetime which becomes infinite in the limit $\mathbf{k} \rightarrow 0$.

In the following we will consider automorphisms $\beta^{\lambda}$, $\lambda \in R$, which are generated on $\mathscr{A}_{1}$ by local charges $Q_{R}$

$$
\begin{equation*}
\left.\frac{d}{d \lambda} \phi_{0}\left(\beta^{\lambda}(A)\right)\right|_{\lambda=0}=i \lim _{R \rightarrow \infty} \phi_{0}\left(\left[Q_{R}, A\right]\right) \tag{6.11}
\end{equation*}
$$

on a space-time translationally invariant primary state $\phi_{0}$ and $Q_{R}$ satisfies condition (A).

The following propositions characterize the time dependence of $J(t)$ in terms of symmetry properties of the time evolution of elements of $\mathscr{A}_{l}$ in the representation $\pi$. By Definition 4.6 the effective time evolution, mapping $\mathscr{A}_{l}$ into $\mathscr{A}_{1}$, is given by $\alpha_{\pi}^{t}$ and we have the following.

Proposition 6.3: Under the above assumptions, $\forall A \in \mathscr{A}_{I}$,

$$
\begin{align*}
J(t) & =i \lim _{R \rightarrow \infty}<\left[Q_{R}, \alpha^{t}(A)\right]>_{\phi_{0}} \\
& =\frac{d}{d \lambda}<\beta^{\lambda} \alpha_{\pi}^{t}(A)>\left.\right|_{\lambda=0} \tag{6.12}
\end{align*}
$$

Proof: Since in the representation $\pi, \forall A \in \mathscr{A}_{l}$,

$$
\begin{equation*}
\pi\left(\alpha^{t}(A)\right)=\pi\left(\alpha_{\pi}^{t}(A)\right)=U(t) \pi(A) U(t)^{-1} \tag{6.13}
\end{equation*}
$$

we have

$$
<\left[Q_{R}, \alpha^{1}(A)\right]>=<\left[Q_{R}, \alpha_{\pi}^{1}(A)\right]>
$$

On the other hand, $\alpha_{\pi}^{t}(A) \in \mathscr{A}_{l}$ and therefore by Eq. (6.11) the limit as $R \rightarrow \infty$ exists; by Eq. (6.13) it yields $J(t)$ defined as in Proposition 6.1 and by Eq. (6.11) it is equal to the rhs of Eq. (6.12).

Proposition 6.4: Given $A \in \mathscr{A}_{l}$, the corresponding $J(t)$ is independent of $t$ (standard Goldstone's Theorem) if and only if

$$
\begin{equation*}
\frac{d}{d \lambda}<\left[\beta^{\lambda}, \alpha_{\pi}^{t}\right](A)>\left.\right|_{\lambda=0}=0 \tag{6.14}
\end{equation*}
$$

Proof: Clearly if Eq. (6.14) holds, then

$$
\begin{aligned}
J(t) & =\frac{d}{d \lambda}<\beta^{\lambda} \alpha_{\pi}^{t}(A)>\left.\right|_{\lambda=0} \\
& =\frac{d}{d \lambda}<\alpha_{\pi}^{t} \beta^{\lambda}(A)>\left.\right|_{\lambda=0} \\
& =\frac{d}{d \lambda}<\beta^{\lambda}(A)>\left.\right|_{\lambda=0}
\end{aligned}
$$

Conversely, if $J(t)=J(0), \forall t$, then

$$
\begin{aligned}
J(t) & =\frac{d}{d \lambda}<\beta^{\lambda}(A)>\left.\right|_{\lambda=0} \\
& =\frac{d}{d \lambda}<\alpha_{\pi}^{t} \beta^{\lambda}(A)>\left.\right|_{\lambda=0}
\end{aligned}
$$

i.e., Eq. (6.14) holds.

We denote by $S$ the minimal set of (primary) states on $\mathscr{A}_{1}$ containing $\phi_{0}$ and stable under $\alpha_{\pi}^{t *}$ and $\beta^{\lambda *}$. We then consider the representation $\Pi_{S}$ of $\mathscr{A}_{l}$ given by the direct sum of all representations defined by states of $S$ and we denote by $Z_{S}$ the center of $\Pi_{S}\left(\mathscr{A}_{1}\right)^{\prime \prime}$. We further assume that $\mathscr{A}_{l}$ is a weakly asymptotically Abelian with respect to space translations, in the representation $\pi$, i.e., $\forall A, B \in \mathscr{A}_{l}$

$$
\begin{equation*}
\underset{|x| \rightarrow \infty}{\mathrm{w}-\lim } \pi\left[A_{x}, B\right]=0 \tag{6.15}
\end{equation*}
$$

Proposition 6.5: Under the above assumptions
(1) $\forall A \in \mathscr{A}_{1}$, the ergodic limit

$$
\begin{equation*}
\lim _{V \rightarrow \infty} \frac{1}{V} \int_{V} \alpha_{\mathrm{x}}(A) d^{3} x \equiv \lim _{V} A_{V} \equiv A_{\infty} \tag{6.16}
\end{equation*}
$$

exists in the weak topology of $\Pi_{S}$ and it belongs to $Z_{S}$; (2) the unique extensions of $\beta^{\lambda}$ and $\alpha_{\pi}^{t}$ to $\Pi_{S}\left(\mathscr{A}_{1}\right)^{\prime \prime} \operatorname{map} Z_{S}$ into $Z_{S}$; and (3) given $A \in \mathscr{A}_{l}$ and $J(t)$ as in Proposition 6.3,

$$
\begin{equation*}
J(t)=\left.\frac{d}{d \lambda} \phi_{0}\left(\beta^{\lambda} \alpha_{\pi}^{t}\left(A_{\infty}\right)\right)\right|_{\lambda=0} \equiv \phi_{0}\left(\delta^{\lambda} \alpha_{\pi}^{t}\left(A_{\infty}\right)\right) \tag{6.17}
\end{equation*}
$$

Proof: To prove (1) we remark that since the space translations are implemented by continuous unitary operators, the ergodic limit

$$
\underset{v \rightarrow \infty}{\mathrm{w}-\lim _{v}} \frac{1}{V} \int d^{3} x \pi\left(A_{\mathrm{x}}\right)
$$

exists for any $A \in \mathscr{A}_{l}$ and it commutes with $\pi\left(\mathscr{A}_{l}\right)$ (Ref. 17).
To prove (2) we note that by construction $\Pi_{S}$ is stable under $\beta^{\lambda *}$ and $\alpha_{\pi}^{t *}$ and therefore, by Proposition 3.1, $\beta^{\lambda}$ and $\alpha_{\pi}^{t}$ have a unique extension to $\Pi_{S}\left(\mathscr{A}_{l}\right)^{\prime \prime}$, which is weakly continuous. As automorphisms of $\Pi_{S}\left(\mathscr{A}_{l}\right)^{\prime \prime}$ they leave the center $Z_{S}$ invariant.

To prove Eq. (6.17) it suffices to note that since $\beta^{\lambda}$ and $\alpha_{\pi}^{t}$ are weakly continuous and commute with $\alpha_{x}$,

$$
\begin{align*}
& \phi_{0}\left(\beta^{\lambda} \alpha_{\pi}^{t}\left(A_{\infty}\right)\right) \\
& \quad=\phi_{0}\left(\beta^{\lambda} \alpha_{\pi}^{t}\left(\lim _{V} A_{V}\right)\right) \\
& \quad=\lim _{V} \phi_{0}\left(\beta^{\lambda} \alpha_{\pi}^{t}\left(A_{V}\right)\right) \\
& \quad=\lim _{V} \frac{1}{V} \int_{V} d^{3} x \phi_{0}\left(\alpha_{x} \beta^{\lambda} \alpha_{\pi}^{t}(A)\right)=\phi_{0}\left(\beta^{\lambda} \alpha_{\pi}^{t}(A)\right) \tag{6.18}
\end{align*}
$$

Equation (6.17) reduces the study of the energy spectrum at $\mathbf{k} \rightarrow 0$ to the time evolution of the ergodic limit $A_{\infty}$, when the initial value is infinitesimally close to that of the representation $\pi$, in the direction of $\beta^{\lambda^{*}}$. The characterization of the energy spectrum at $k=0$ simplifies if [condition (B)] given a fixed $A \in \mathscr{A}_{l}$, and the set $\mathscr{B}=\left\{\alpha_{\pi}^{\tau}(A), \tau \in R\right\}$, the automorphisms $\beta^{\lambda}(t) \equiv \alpha_{\pi}^{-t} \beta^{\lambda} \alpha_{\pi}^{t}$ of $\mathscr{A}_{1}$ are generated by a finite number of charges on $\mathscr{B}$ in the state $\phi_{0}$ (see Definition 4.1):

$$
\begin{align*}
& \left.\frac{d}{d \lambda} \phi_{0}\left(B^{\lambda}(t) \alpha_{\pi}^{\tau}(A)\right)\right|_{\lambda=0} \\
& \quad=i \sum_{i=1}^{N} a_{i}(t) \lim _{R \rightarrow \infty} \phi_{0}\left(\left[Q_{R}^{i}, \alpha_{\pi}^{\tau}(A)\right]\right) \tag{6.19}
\end{align*}
$$

This means that a finite number of expectation values $\lim _{R \rightarrow \infty} \phi_{0}\left(\left[Q_{R}(t), \alpha_{\pi}^{\tau}(A)\right]\right)$ are independent as functions of $\tau \in R$. Without loss of generality one can choose $Q_{R}^{i}=Q_{R}\left(t_{i}\right)$, for suitable times $t_{1}, \ldots, t_{N}$. We also consider Hermitian $A$ and we then have the following.

Proposition 6.6: Within the framework specified so far, the spectrum of $J(\omega)$ is discrete iff condition (B) holds.

Proof: With the choice $Q_{R}^{i}=Q_{R}\left(t_{i}\right)$, and putting $\beta_{i}^{\lambda} \equiv \beta^{\lambda}\left(t_{i}\right)$, condition (B) gives

$$
\left.\frac{d}{d \lambda} \phi_{0}\left(\beta_{i}^{\lambda}(t)(A)\right)\right|_{\lambda=0}=\left.\sum_{k} c_{i k}(t) \frac{d}{d \lambda} \phi_{0}\left(\beta_{k}^{\lambda}(A)\right)\right|_{\lambda=0}
$$

with

$$
c_{i k}(t)=a_{k}\left(t_{i}+t\right)
$$

real, for Hermitian $A$. Moreover,

$$
\begin{align*}
& \sum_{k} c_{i k}\left.(t+s) \frac{d}{d \lambda} \phi_{0}\left(\beta_{k}^{\lambda}(A)\right)\right|_{\lambda=0} \\
&=\left.\frac{d}{d \lambda} \phi_{0}\left(\beta_{i}^{\lambda}(s) \alpha_{\pi}^{t}(A)\right)\right|_{\lambda=0} \\
&=\left.\sum_{j} c_{i j}(s) \frac{d}{d \lambda} \phi_{0}\left(\beta_{j}^{\lambda}\left(\alpha_{\pi}^{t}(A)\right)\right)\right|_{\lambda=0} \\
& \quad=\left.\sum_{j, k} c_{i j}(s) c_{j k}(t) \frac{d}{d \lambda} \phi_{0}\left(\beta_{k}^{\lambda}(A)\right)\right|_{\lambda=0} \tag{6.20}
\end{align*}
$$

i.e., $c_{i k}(t)$ is a one-parameter group of real matrices. One can then write $c_{i k}(t)=(\exp (K t))_{i k}$ with $K$ a real matrix. The spectrum is then discrete and it has no algebraic multiplicities if $J(t)$ is uniformly bounded in $t$.

Conversely, if the spectrum is discrete then

$$
\begin{align*}
J(\tau-t) & =\lim _{R \rightarrow \infty} i \phi_{0}\left(\left[Q_{R}(t), \alpha_{\pi}^{\tau}(A)\right]\right) \\
& =\sum_{k} P_{k}(\tau-t) \exp \left(-i \omega_{k} t\right) \exp \left[i \omega_{k} \tau\right] \tag{6.21}
\end{align*}
$$

with $P_{k}(\tau-t)$ polynomials and $\omega_{k}$ real. Then as $t$ varies only a finite number of functions of $\tau, J(\tau-t)$, are independent. This means that only a finite number of expectation values $\lim \phi_{0}\left(\left[Q_{R}(t), \alpha_{\pi}^{\tau}(A)\right]\right)$ are independent as functions of $\tau$ as $t$ varies, i.e., (B) holds.

Remark: In terms of classical motion of variables at infinity, by Proposition 6.5, condition (B) is equivalent to

$$
\begin{align*}
& \left.\frac{d}{d \lambda} \phi_{0}\left(\beta^{\lambda}(t)\left(\alpha_{\pi}^{\tau}(A)\right)\right)\right|_{\lambda=0} \\
& \quad=\frac{d}{d \lambda} \phi_{0}\left(\beta^{\lambda}(t) \alpha_{\pi}^{\tau}\left(A_{\infty}\right)\right) \\
& \quad \equiv \phi_{0}\left(\delta^{\lambda}(t) \alpha_{\pi}^{\tau}\left(A_{\infty}\right)\right)=\sum_{i=1}^{N} a_{i}(t) \phi_{0}\left(\delta_{(i)}^{\lambda} \alpha_{\pi}^{\tau}\left(A_{\infty}\right)\right) . \tag{6.22}
\end{align*}
$$

Proposition 6. 7: Under the same assumption as in Proposition 6.6 with $J(t)$ uniformly bounded, if the number $n$ of independent charges, for which Eq. (6.19) holds for any $A \in \mathscr{A}_{l}$ is minimal, then the spectrum of the generator of the group $c_{i k}(t)$ has no multiplicity. If $n$ is even, then $\omega_{i} \neq 0$ for any $i$; if $n$ is odd then, for any choice of the basis $Q_{R}^{i} \equiv Q_{R}\left(t_{i}\right)$, the charge

$$
\begin{equation*}
\mathscr{Q}_{R} \equiv \sum_{i=1}^{n} a_{i} Q_{R}\left(t_{i}\right) \tag{6.23}
\end{equation*}
$$

with

$$
a_{i} \equiv \lim _{T \rightarrow \infty} \frac{1}{T} \int_{0}^{T} c_{1 i}(t) d t
$$

defines an automorphism $\alpha_{0}^{\lambda}$ of $\mathscr{A}_{1}$, which is broken on $\phi_{0}$ and which satisfies

$$
\phi_{0}\left(\alpha_{0}^{\lambda} \alpha_{\pi}^{t}(A)\right)=\phi_{0}\left(\alpha_{0}^{\lambda}(A)\right), \quad \forall A \in \mathscr{A}_{l}
$$

(standard Goldstone case). The charge

$$
\begin{equation*}
\widetilde{Q}_{R} \equiv Q_{R}-\sum_{i=1}^{n} a_{i} Q_{R}\left(t_{i}\right) \tag{6.24}
\end{equation*}
$$

generates an automorphism $\beta^{\lambda}$ which has an energy gap associated to its spontaneous symmetry breaking.

Proof of Proposition 6.7: Given a minimal set of charges, for which Eq. (6.19) holds, by Proposition (6.6) and the uniform boundedness of $J(t)$ one can find $n$ linear combinations $Q^{P}$ of the previous charges such that

$$
\begin{equation*}
\lim _{R} \phi_{0}\left(\left[Q_{R}(t), A\right]\right)=\sum_{p=1}^{n} b_{p} e^{i \omega_{p} t} \lim _{R} \phi_{0}\left(\left[Q_{R}^{p}, A\right]\right) \tag{6.25}
\end{equation*}
$$

Now, if two frequencies, say $\omega_{1}, \omega_{2}$, are equal, then the rhs of Eq. (6.25) can also be written as

$$
\begin{aligned}
& \sum_{p=3}^{n} b_{p} e^{i \omega_{p} t} \lim _{R} \phi_{0}\left(\left[Q_{R}^{p}, A\right]\right) \\
& \quad+e^{i \omega_{1} t} \lim _{R} \phi_{0}\left(\left[b_{1} Q_{R}^{1}+b_{2} Q_{R}^{2}, A\right]\right)
\end{aligned}
$$

that is Eq. (6.19) holds with $n-1$ charges.

From the symmetry of the spectrum of $K, \omega=0$ is present iff $n$ is odd. In this case, Eq. (6.23) defines a charge which satisfies

$$
\begin{aligned}
& \lim _{R} \phi_{0}\left(\left[Q_{R}(t), A\right]\right) \\
& \quad=\sum_{i} \lim _{T \rightarrow \infty} \frac{1}{T} \int_{0}^{T} d t^{\prime} c_{1 i}\left(t^{\prime}\right) \lim _{R} \phi_{0}\left(\left[Q_{R}\left(t+t_{i}\right), A\right]\right) \\
& \quad=\sum_{i} \lim _{T} \frac{1}{T} \int_{0}^{T} d t^{\prime} c_{1 i}\left(t^{\prime}\right) c_{i k}(t) \lim _{R} \phi_{0}\left(\left[Q_{R}\left(t_{k}\right), A\right]\right),
\end{aligned}
$$

and the rhs is independent to $t$, by the group properties of the matrices $c_{i k}$.

Finally the last statement of Proposition 6.7 follows from the vanishing of the (time) ergodic mean of $\phi_{0}\left(\left[Q_{R}(t), A\right]\right)$ by the definition of the $a_{i}$ 's.
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Barrier transmission in potentials of the type $V(x)=A x^{2}+B x^{4}$ is studied using the phase integral method, the same as the JWKB approximation in lower orders. Elliptic functions are used for the classical solutions. The transmission coefficient is calculated for all signs and values of $A$ and $B$ that give a potential barrier.

## I. INTRODUCTION

Formal expressions for the transmission coefficients of potential barriers have been widely studied in the literature (for example; Refs. 1-10). Using the phase integral method, Fröman and Fröman ${ }^{1}$ obtain approximate expressions for the transmission coefficients in both the sub-barrier and su-per-barrier cases. ${ }^{2}$ The same treatment is applied by Fröman and Dammert to a system of two real potential barriers. Cramer and $\mathrm{Nix}^{4}$ study the penetrability through a double peaked fission barrier, taken to be two parabolic peaks connected smoothly with a third parabola forming the intermediate well, and they applied their study to a double asymmetric barrier used to describe direct-reaction fission data; their results are calculated exactly and they use the Jeffreys-Wentzel-Kramers-Brillouin (JWKB) method for comparison. In the textbook of Rapp, ${ }^{5}$ several types of barriers are described in order to apply the JWKB approximation to some simple cases; that study includes single and double potential barriers, and the inverted parabolic barrier is used as a particular example of an exactly calculable transmission coefficient. McLaughlin ${ }^{6}$ obtains JWKB formulas for the barrier penetration from a path integral, using complex time in his expressions. The same subject was treated by Holstein and Swift, ${ }^{7}$ and it was applied to the barrier penetration problem ${ }^{8}$ including the semiclassical treatment of above barrier scattering ${ }^{9}$ (super-barrier case). Finally, Dammert ${ }^{10}$ applied the phase integral method to the transmission through a system of potential barriers. A number of recent very relevant references about the subject can be found in Refs. 11-14.

In this paper we are interested in the determination of the transmission coefficient for potentials of the type

$$
\begin{equation*}
V(x)=A x^{2}+B x^{4} \tag{1}
\end{equation*}
$$

when $A$ and $B$ are both negative (simple barrier), with the special cases $A=0$ (quartic barrier) or $B=0$ (inverted parabolic barrier); or when $A$ is positive and $B$ is negative (double barrier case). The double-well potential has $A<0$ and $B>0$; it presents a barrier between two wells. The calculation of energy levels including tunneling through the intermediate barrier has been reported elsewhere. ${ }^{15}$ The case $A>0$ and $B>0$ is a well, not a barrier: its energy levels were also studied in Ref. 15.

## II. SIMPLE BARRIERS

## A. Sub-barrier transmission

When the total energy of the incident particle wave lies below the potential maximum, the transmission coefficient is, in the lowest order of approximation of the JWKB method,

$$
\begin{equation*}
T=\exp \left(-2 K_{\mathrm{II}}\right) \tag{2}
\end{equation*}
$$

with

$$
\begin{equation*}
K_{\mathrm{II}}=\hbar^{-1} \int_{-a}^{a}\left|p_{1}(x)\right| d x \tag{3}
\end{equation*}
$$

and

$$
\begin{equation*}
p_{1}(x)=\{2 \mu[V(x)-E]\}^{1 / 2} \tag{4}
\end{equation*}
$$

where $\mu$ is the mass of the incident particle, $a$ and $-a$ the turning points [real roots of the equation: $V(x)=E$ ], and $E$ is the total energy.

It is well known that these expressions do not conserve the unitarity relation between the reflection and transmission coefficients. Fröman and Fröman ${ }^{1}$ demonstrated that refinements in the approximation using the phase integral method lead to a transmission coefficient

$$
\begin{equation*}
T^{\prime}=\left[1+\exp \left(2 K_{\mathrm{II}}\right)\right]^{-1} \tag{5}
\end{equation*}
$$

This formula conserves the unitarity relation, and gives the same value as $T$ in Eq. (2) when the value of $E$ is negligible compared with the potential maximum.

Let us now apply the preceding relations to calculating transmission in the one-dimensional potential of Fig. 1 with $A$ and $B$ both less than zero. In order to calculate the transmission coefficient, we must first have the classical solutions. Figure 1 shows these for the different regions of the potential, following Díaz Bejarano et al. ${ }^{15-17}$ in the region below the maximum of the barrier for $E>V(x)$, and Bradbury ${ }^{18}$ above the maximum. For the solution under barrier $[V(x)>E]$ we used two properties of our potential and of the elliptic functions: the change $V(x)$ to $-V(x)$ transforms potential barriers into potential wells and vice versa, and because the elliptic functions have real and imaginary periods, it follows that they are the "imaginary classical solutions" in the region under the barrier if we change the parameter $m$ into $m_{1}=1-m$ and change the sign of the energy. ${ }^{15}$ The distinctive mark of this solution is the imagi-


$$
(\dot{x} / w) d n \omega t \text { sc }
$$

$$
(m<1 / 2)
$$



FIG. 1. The generic potential $V(x)=A x^{2}+B x^{4}$, with $A$ and $B$ both less than zero, showing classical solutions of the equation of motion, in terms of Jacobi elliptic functions of parameter $m$, in the distinct regions for different initial conditions. For $E<0$ the initial conditions are $x(0)=x_{\rho}, \dot{x}(0)=0$, for $E>0$, they are $x(0)=0, \dot{x}(0)=\dot{x}_{0}$. There are other solutions in all regions for different types of initial conditions, but only the solutions used in the calculations are given.
nary character of $\omega$ as also used by Díaz Bejarano et al. in connection with the anharmonic asymmetrical oscillators. ${ }^{19}$ All the solutions of this figure are Jacobi elliptic functions ${ }^{20}$ with parameter $m$ and complementary parameter $m_{1}$ or, alternatively, ${ }^{21}$ with parameters $k^{2}=m$ and $k^{\prime 2}=m_{1}$. These functions are periodic with generally two complex periods.

In our case (Fig. 1) the solution beneath the barrier (region where we must integrate) is

$$
\begin{equation*}
x=x_{0} \operatorname{cn} \omega t \tag{6}
\end{equation*}
$$

with imaginary $\omega$. First $\omega$ is calculated as a function of the coefficients $A$ and $B$, making use of relations between the energy, the coefficients, and the parameter of the elliptic functions ${ }^{15-17}$

$$
\begin{align*}
& \omega^{2}=2 A /[\mu(1-2 m)], \quad x_{0}^{2}=m \mu \omega^{2} / 2 B, \\
& E=m_{1} \mu \omega^{2} x_{0}^{2} / 2 \tag{7}
\end{align*}
$$

In the quantum treatment, we change Eq. (3) to the more convenient $t$ variable

$$
\begin{equation*}
K_{\mathrm{II}}=\mu \hbar^{-1} \int_{0}^{T / 2}[\dot{x}(t)]^{2} d t \tag{8}
\end{equation*}
$$

Using the solution Eq. (6), and by substitution in Eq. (8) we have

$$
\begin{equation*}
K_{\mathrm{II}}=\hbar^{-1} \mu \omega^{2} x_{0}^{2} \int_{0}^{K} \mathrm{sn}^{2} \omega t \mathrm{dn}^{2} \omega t d t \tag{9}
\end{equation*}
$$

where $K$ is the complete elliptic integral of the first kind. ${ }^{20}$ The integral Eq. (9) and similar integrals are tabulated in the Handbook of Byrd and Friedman. ${ }^{21}$ After simple algebra, we obtain
$K_{\text {II }}=\left(-2 E / 3 m m_{1} \hbar \omega\right)\left[\left(2 m_{1}-1\right) E^{\prime}+m K^{\prime}\right]$,
where $K^{\prime}$ and $E^{\prime}$ are the complete elliptic complementary integrals of the first and second kind, respectively. To obtain Eq. (10) we have used the properties of the potential and the elliptic functions mentioned above.

With Eq. (7) we can transform Eq. (10) into

$$
\begin{align*}
K_{\mathrm{II}}= & (1 / 3 \hbar)\left(4 \mu^{2}|E|^{3} /|B| m^{3} m_{1}^{3}\right)^{1 / 4} \\
& \times\left[\left(2 m_{1}-1\right) E^{\prime}+m K^{\prime}\right], \tag{11}
\end{align*}
$$

i.e., $K_{\text {II }}$ as a function of $m, E$, and $B$, or

$$
\begin{align*}
K_{\mathrm{II}}= & \left(|E| / 3 m m_{1} \hbar\right)[2 \mu(2 m-1) /|A|]^{1 / 2} \\
& \times\left[\left(2 m_{1}-1\right) E^{\prime}+m K^{\prime}\right] \tag{12}
\end{align*}
$$

i.e., $K_{\mathrm{II}}$ as function of $m, E$, and $A$.

In this way, the transmission coefficient is totally determined in the sub-barrier case: It depends only on the incident energy ( $E$ ) the elliptic function parameter ( $m$ ) and the coefficients $(A, B)$ of the potential.

We now study two particular cases of simple barriers.
First, we consider the quartic potential barrier. Using Eq. (7) and taking into account that $m=m_{1}=\frac{1}{2}$ for this case, we obtain from Eq. (11):

$$
\begin{equation*}
K_{\mathrm{II}}=(2 / 3 \hbar)\left(|E|^{3} \mu^{2} /|B|\right)^{1 / 4} K\left(\frac{1}{2}\right) \tag{13}
\end{equation*}
$$

The second particular case is the inverted parabolic barrier. In this case the parameter of the elliptic functions is $m=0$, and the solution in the region under study is ${ }^{20}$

$$
\begin{equation*}
x=x_{0} \cos \omega t \tag{14}
\end{equation*}
$$

but with $\omega$ imaginary. In a similar way we obtain a transmission coefficient of the form

$$
\begin{equation*}
T^{\prime}=\left\{1+\exp \left[(2 \pi|E| \hbar)(\mu / 2|A|)^{1 / 2}\right]\right\}^{-1} \tag{15}
\end{equation*}
$$

This is the same as the exact expression given by Rapp. ${ }^{5}$ The reason is that our method is a second-order approximation where, for the special case of the inverted parabolic barrier, the treatment is exact.

## B. Super-barrier transmission

For energies above the barrier the turning points are complex. A complete detailed study of this case is given by Fröman and Fröman, ${ }^{1,2}$ Fröman and Dammert, ${ }^{3}$ and Holstein, ${ }^{8}$ among others. In the present case of simple barriers, the transmission coefficient is

$$
\begin{equation*}
T^{\prime}=[1+\exp (2|K|)]^{-1} \tag{16}
\end{equation*}
$$

and

$$
\begin{equation*}
K=i \sigma=i \int_{x^{\prime}-i y^{\prime}}^{x^{\prime}+i y^{\prime}} q(z) d z \tag{17}
\end{equation*}
$$

and

$$
\begin{equation*}
q(z)=\{2 \mu[E-V(x)]\}^{1 / 2} \tag{18}
\end{equation*}
$$

where $x^{\prime} \pm i y^{\prime}$ are the turning points in the complex plane. We have used the notation of Fröman and Fröman. ${ }^{1}$ These expressions are very similar to the expressions for sub-barrier penetration, the only difference being the complex turning points.

The solution in this region is given by (see Fig. 1)

$$
\begin{equation*}
x=\left(\dot{x}_{0} / \omega\right) \mathrm{dn} \omega t \mathrm{sc} \omega t, \quad m<\frac{1}{2} \tag{19}
\end{equation*}
$$

where we have taken the initial conditions to be velocity nonzero ( $\dot{x}_{0}$ ) and position zero. We will use $H$ for the total energy in order to avoid confusion with the complete elliptic integral of the second kind. A straightforward calculation gives the following connections between $\omega$, the coefficients, the energy, and the parameter of the elliptic functions:

$$
\begin{align*}
& \omega^{2}=A /[\mu(2 m-1)] \\
& \dot{x}_{0}^{2}=-\mu \omega^{4} / 2 B, \quad H=\mu \dot{x}_{0}^{2} / 2 \tag{20}
\end{align*}
$$

Our first problem is to determine the $K$ integral (or equivalently $\sigma$ ). For simplicity let us express Eq. (17) as

$$
\begin{equation*}
\sigma=\int_{x_{1}}^{x_{2}} q(z) d z \tag{21}
\end{equation*}
$$

where $x_{1}$ and $x_{2}$ are the conjugate complex turning points. Transforming to the $t$ variable we have

$$
\begin{equation*}
\sigma=\mu \hbar^{-1} \int_{t_{1}}^{t_{2}}[\dot{x}(t)]^{2} d t \tag{22}
\end{equation*}
$$

Using Byrd and Friedman's tables, ${ }^{21}$ the integral of Eq. (22) with the functions of Eq. (19) can be expressed in the form

$$
\begin{align*}
\sigma= & \frac{\mu \dot{x}_{0}^{2}}{\hbar}\left\{\frac{4 m_{1} t}{3}+\frac{1}{3 \omega}\right. \\
& \times[4(2 m-1) E(\omega t)+m \operatorname{sn} \omega t \operatorname{cn} \omega t \mathrm{dn} \omega t \\
& \left.\left.+\left(2-4 m+m_{1} n c^{2} \omega t\right) \operatorname{sc} \omega t \mathrm{dn} \omega t\right]\right\}_{t_{1}}^{t_{2}} \tag{23}
\end{align*}
$$

We must now determine the limits of integration $\left(t_{1}, t_{2}\right)$. In the previous case (sub-barrier), integration between the turning points was equal to integration of the corresponding elliptic function between zero and the real half-period. All the operations were made in the real plane. The present case (super-barrier) is the same and the integration is carried out using the complex half-periods of the elliptic solutions of Eq. (19). The limits of integration in $\underline{x}$ and in $\underline{t}$ are given in Appendix A. For $t$ we have

$$
\begin{equation*}
\omega t_{2}=3\left(K+i K^{\prime}\right) / 2, \quad \omega t_{1}=\left(K+3 i K^{\prime}\right) / 2 \tag{24}
\end{equation*}
$$

where $K$ is the complete elliptic integral of the first kind and $K^{\prime}$ is the complementary integral.

The different elliptic functions which appear in Eq. (23) can be found from the tables of Byrd and Friedman. ${ }^{21}$ However, the determination of the noncomplete elliptic integral of the second kind $E(\omega t)$ is more difficult (see Appendix B). The resulting expressions for the given limits are

$$
\begin{align*}
& E\left[\frac{3\left(K+i K^{\prime}\right)}{2} ; k\right] \\
&= {\left[\frac{3 E}{2}+\frac{k^{\prime}-1}{2}-\frac{k^{\prime}\left(1-k^{\prime}\right)}{1+k-k^{\prime}}\right] } \\
&-i\left[\frac{3 E^{\prime}}{2}+\frac{k-1}{2}\right. \\
&\left.-\frac{3}{2}\left(\frac{E K^{\prime}}{K}+E^{\prime}-\frac{\pi}{2 K}\right)+\frac{k k^{\prime}}{1+k-k^{\prime}}\right] \tag{25}
\end{align*}
$$

and
the incident particle energy equals the potential maximum (zero energy in the present case); this means an equal probability for reflection or transmission. Also for $E \ll 0, T=T^{\prime}$, as was observed at the beginning of this section, but for $E \simeq 0$, $T$ does not conserve unitarity (the reflection coefficient is equal to one for all energies in the lower order of JWKB approximation) whereas $T^{\prime}$ does (the reflection coefficient in this case is exactly $R^{\prime}=1-T^{\prime}$ ).

## III. DOUBLE BARRIERS

In this section we consider the barriers given by the potential of Eq. (1) with $A>0$ and $B<0$. There are three interesting regions. The first is when $H<0$, and in this case the tunneling can be understood as through a simple barrier, because there are only two real turning points. The second region is when the intermediate potential well is actually seen; the value of the energy in this case is $0<H<V_{\text {max }}$. When $H>V_{\text {max }}$ we have the super-barrier transmission. All the cases are given in Fig. 3 in the same way as the simple barrier case was represented in Fig. 1. Restrictions on parameter $m$ are indicated where necessary; we have also indicated the zones where $\omega$ is imaginary [when $V(x)>H$ ].

The relations between the different magnitudes required are for $H<0$,

$$
\begin{align*}
& \omega^{2}=\frac{2 A}{\mu(1-2 m)}, \quad x_{0}^{2}=\frac{-m_{1} \mu \omega^{2}}{2 B} \\
& H=-m \mu \omega^{2} x_{0}^{2} / 2 \tag{29}
\end{align*}
$$

for $0<H<V_{\text {max }}$ and the solution in the well,


$$
\left(\dot{x}_{0} / \omega\right) d n \omega t s c \omega t
$$

( $\mathrm{m}>1 / 2$ )


FIG. 3. The generic potential $V(x)=A x^{2}+B x^{4}$, with $A$ greater than zero and $B$ less than zero, showing the classical solutions of the equation of motion, in terms of Jacobi elliptic functions with parameter $m$, in the different regions and for the following initial conditions: for $E<V_{\max }$ the initial conditions are $x(0)=x_{0}, \dot{x}(0)=0$, for $E>V_{\text {max }}$ they are $x(0)=0$, $\dot{x}(0)=\dot{x}_{0}$. There are other solutions in all regions for the different types of initial conditions, but only the solutions used in our calculations are given.

$$
\begin{align*}
& \omega^{2}=\frac{2 A}{\mu(1+m)}, \quad x_{0}^{2}=\frac{-m \mu \omega^{2}}{2 B}  \tag{30}\\
& H=\mu \omega^{2} x_{0}^{2} / 2
\end{align*}
$$

and outside the barriers,
$\omega^{2}=\frac{2 A}{\mu(1+m)}, \quad x_{0}^{2}=\frac{-\mu \omega^{2}}{2 B}, \quad H=\frac{m \mu \omega^{2} x_{0}^{2}}{2}$.
For $H>V_{\text {max }}$ the relations are the same as for the simple barrier case, Eq. (20), because the solution is of the same form, the distinctive feature being the value of the parameter $m$.

## A. Sub-barrier transmission

For $H<0$ the calculations are the same as in the simple barrier case.

In the region $0<H<V_{\max }$ the expression for the coefficient is given in many textbooks on quantum mechanics. ${ }^{5,22,23}$ In the JWKB approximation it is

$$
\begin{equation*}
T=\exp \left[-2\left(K_{\mathrm{II}}+K_{\mathrm{IV}}\right)\right] / 4 \cos ^{2} L_{\mathrm{III}} \tag{32}
\end{equation*}
$$

with

$$
\begin{align*}
& K_{\mathrm{II}}=\hbar^{-1} \int_{a}^{b} p_{1}\left(x^{\prime}\right) d x^{\prime}, \quad K_{\mathrm{IV}}=\hbar^{-1} \int_{c}^{d} p_{1}\left(x^{\prime}\right) d x^{\prime} \\
& L_{\mathrm{III}}=\hbar^{-1} \int_{b}^{c} p_{2}\left(x^{\prime}\right) d x^{\prime} \tag{33}
\end{align*}
$$

and

$$
\begin{equation*}
p_{1}(x)=\{2 \mu[V(x)-E]\}^{1 / 2}, \quad p_{2}(x)=i p_{1}(x) \tag{34}
\end{equation*}
$$

where $a, b, c$, and $d$ are the four real turning points. In our case $K_{\mathrm{II}}=K_{\mathrm{IV}}$ because of the symmetry of the potential. Using the corresponding elliptic functions shown in Fig. 3, Eqs. (30) and (33), and following a process similar to the case of the simple barrier in sub-barrier transmission, we obtain

$$
\begin{align*}
K_{\mathrm{II}} & =K_{\mathrm{IV}} \\
& =(1 / 3 \hbar)\left(4 \mu^{2} H^{3} / m^{3}|B|\right)^{1 / 4}\left[(1+m) E^{\prime}-2 m K^{\prime}\right] \tag{35}
\end{align*}
$$

and

$$
\begin{equation*}
L_{\mathrm{III}}=(2 / 3 \hbar)\left(4 \mu^{2} m / H^{3}|B|\right)^{1 / 4}\left[(1+m) E-m_{1} K\right], \tag{36}
\end{equation*}
$$

or

$$
\begin{align*}
K_{\mathrm{II}} & =K_{\mathrm{IV}}=-(H / 3 m \hbar)[2 \mu(1+m) / A]^{1 / 2} \\
& \times\left[(1+m) E^{\prime}-2 m K^{\prime}\right] \tag{37}
\end{align*}
$$

and
$L_{\text {III }}=(2 H / 3 m \hbar)[2 \mu(1+m) / A]^{1 / 2}\left[(1+m) E-m_{1} K\right]$.

In this way, we now have two equivalent expressions for the transmission coefficient as a function of known data: parameter of the elliptic functions, coefficients of the potential, and incident energy.

## B. Super-barrier case

As we can see in Fig. 3, for this case the elliptic function solution is Eq. (19), but with $m>\frac{1}{2}$. The expression for the
transmission coefficient can be found in Ref. 3. Then we have

$$
\begin{align*}
T= & \exp \left[-2\left(K_{1}+K_{2}\right)\right] \\
& \times\left[(s-1)^{2}+4 s \cos ^{2} \alpha\right]^{-1} \tag{39}
\end{align*}
$$

with

$$
\begin{equation*}
K_{1}=-\left|\int_{x_{1}}^{x_{2}} q(z) d z\right|, \quad K_{2}=-\left|\int_{x_{3}}^{x_{4}} q(z) d z\right| \tag{40}
\end{equation*}
$$

and
$s=\left[1+\exp \left(-2 K_{1}\right)\right]^{1 / 2}\left[1+\exp \left(-2 K_{2}\right)\right]^{1 / 2}$.
The $\alpha$ term can be changed to

$$
\begin{equation*}
\alpha=L-\left(\sigma_{1}+\sigma_{2}\right) \tag{42}
\end{equation*}
$$

where

$$
\begin{equation*}
L=\left|\operatorname{Re} \int_{x_{2}}^{x_{3}} q(z) d z\right| \tag{43}
\end{equation*}
$$

and $x_{1}, x_{2}, x_{3}$, and $x_{4}$ are the four complex turning points; $\mathrm{q}(\mathrm{z})$ is as defined in the simple super-barrier transmission case. The quantities $\sigma_{1}$ and $\sigma_{2}$ are real and can be approximated by ${ }^{3}$

$$
\begin{equation*}
\sigma_{1}=\sigma\left(K_{1} / \pi\right), \quad \sigma_{2}=\sigma\left(K_{2} / \pi\right) \tag{44}
\end{equation*}
$$

where

$$
\begin{equation*}
\sigma\left(\frac{x}{\pi}\right)=\frac{1}{2}\left\{\frac{x}{\pi} \ln \left|\frac{x}{\pi}\right|-\frac{x}{\pi}+\arg \Gamma\left[\frac{1}{2}-i\left(\frac{x}{\pi}\right)\right]\right\}, \tag{45}
\end{equation*}
$$

Ford et al. ${ }^{24}$ have calculated the quantum effects near to the potential maximum:
$\frac{1}{2} \arg \Gamma\left[\frac{1}{4}-i\left(\frac{x}{\pi}\right)\right]=-\frac{x}{2 \pi}\left[\ln \left(\frac{x}{\pi e}\right)^{2}+\left(\frac{1}{4} \gamma\right)^{2}\right]^{1 / 4}$
with $\gamma=1.78107 \ldots$ If we join all the preceding results, we


FIG. 4. Transmission coefficient versus total energy for the potential $V(x)=x^{2}-0.1 x^{4}$. The broken vertical line shows the position of potential maximum.


FIG. 5. The same as Fig. 4 for the potential $V(x)=x^{2}-0.03 x^{4}$.
then have Connor's expression ${ }^{25}$ for the transmission coefficient.

If we approximate $\alpha$ by $L$, we get Ponomarev's formula. ${ }^{26}$ This only gives a good approximation for energy values far from the potential maxima, because the contribution of $\sigma_{1}$ and $\sigma_{2}$ in the zone near the maxima can be important.

In our case, due to the symmetry of the potential we have $K_{1}=K_{2}$. We must also evaluate the integral for $L$, Eq. (43), where the limits are $x_{2}$ and $x_{3}$. We change to the more convenient $t$ variable and find the integration limits as in Appendix A. The resultant expressions are similar to the simple super-barrier case except that now $m>\frac{1}{2}$.


FIG. 6. The same as Fig. 4 for the potential $V(x)=x^{2}-0.05 x^{4}$.


FIG. 7. The same as Fig. 4 for the potential $V(x)=x^{2}-0.07 x^{4}$.

Some examples are shown in Figs. 4-8. In Figs. 4-7 we have plotted $T$ versus energy $E$ with $E>0$. For given $A$ and $B, T$ is zero when $E<0$. In Fig. 8 we can compare the Ponomarev ${ }^{26}$ and the Connor ${ }^{25}$ formulas. These figures show the discontinuity of $T$ near the minimum and maxima because of the nonvalidity of the approximation used in these regions. In all the figures one observes the existence of resonances below the maxima, they appear in the places calculated by Díaz et al. ${ }^{15}$ using a JWKB calculation for the energy levels in a potential well. Moreover, the value of $T$ oscillates somewhat when $E>V_{\max }$ before approaching unity.


FIG. 8. $T$ versus $E$ for the potential $V(x)=0.7 x^{2}-x^{4}$ calculated in the Ponomarev approximation (full line) and the Connor approximation (broken line).
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## APPENDIX A: TURNING POINTS AND INTEGRATION LIMITS IN ABOVE-BARRIER TRANSMISSION

The turning points are the solutions of $V(x)=H$. Using the results of Eq. (20), after some algebraic manipulation, we obtain

$$
x^{2}=\left(\dot{x}_{0} / \omega\right)^{2}\left(2 k^{2}-1 \pm 2 i k k^{\prime}\right)
$$

with $k^{2}=m$ and $k^{\prime}=1-m=m_{1}$. This can be written as

$$
x=\left(\dot{x}_{0} / \omega\right)\left( \pm k \pm i k^{\prime}\right)
$$

so that the four turning points are pairwise symmetrical complex conjugates.

The calculation of the integration limits is the same for all cases. We give only one of them, $x_{3}=\left(\dot{x}_{0} / \omega\right)\left(k+i k^{\prime}\right)$. From this one obtains

$$
x_{3}=\left(\dot{x}_{0} / \omega\right)\left(\operatorname{sn} \omega t_{3} \operatorname{dn} \omega t_{3} / \mathrm{cn} \omega t_{3}\right) .
$$

If we take the square of this expression and use the properties of the elliptic functions, ${ }^{20}$ then

$$
k^{2} \operatorname{sn}^{4} \omega t_{3}-\left[1+\left(k+i k^{\prime}\right)^{2}\right] \operatorname{sn}^{2} \omega t_{3}+\left(k+i k^{\prime}\right)^{2}=0
$$

with the solution

$$
\mathrm{sn}^{2} \omega t_{3}=\left(k+i k^{\prime}\right) / k
$$

or ${ }^{20,21}$

$$
\omega t_{3}=3\left(K+i K^{\prime}\right) / 2 .
$$

## APPENDIX B: NONCOMPLETE ELLIPTIC INTEGRALS OF THE SECOND KIND CALCULATED AT THE TURNING POINTS

We preferred not to make a series expansion for the calculation of these integrals, and instead to look for an analytic expression. The definition of Jacobi's zeta function is

$$
\begin{equation*}
Z(u+i v, k)=E(u+i v, k)-(E / K)(u+i v) \tag{B1}
\end{equation*}
$$

One property of this function is ${ }^{21}$

$$
\begin{aligned}
Z(u+i v, k)= & \{Z(u, k) \\
& +\left[k^{2} \operatorname{sn}(u, k) \operatorname{cn}(u, k) \operatorname{dn}(u, k) \operatorname{sn}^{2}\left(v, k^{\prime}\right)\right] \\
& \left.\times\left[1-\operatorname{sn}^{2}\left(v, k^{\prime}\right) \operatorname{dn}^{2}(u, k)\right]^{-1}\right\} \\
& -i\left\{Z\left(v, k^{\prime}\right)+v \pi / 2 K K^{\prime}\right. \\
& -\left[\operatorname{dn}^{2}(u, k) \operatorname{cn}\left(v, k^{\prime}\right) \operatorname{sn}\left(v, k^{\prime}\right) \operatorname{dn}\left(v, k^{\prime}\right)\right] \\
& \left.\times\left[1-\operatorname{sn}^{2}\left(v, k^{\prime}\right) \operatorname{dn}^{2}(u, k)\right]^{-1}\right\}
\end{aligned}
$$

Finding the value of $E(u+i v, k)$ from (B1) and using

$$
\begin{aligned}
& Z(u, k)=E(u, k)-(E / K) u \\
& Z\left(v, k^{\prime}\right)=E\left(v, k^{\prime}\right)-\left(E^{\prime} / K^{\prime}\right) v
\end{aligned}
$$

we obtain

$$
\begin{aligned}
& E(u+i v, k) \\
&=\left\{E(u, k)+\left[k^{2} \operatorname{sn}(u, k) \operatorname{cn}(u, k) \operatorname{dn}(u, k) \operatorname{sn}^{2}\left(v, k^{\prime}\right)\right]\right. \\
&\left.\times\left[1-\operatorname{sn}^{2}\left(v, k^{\prime}\right) \operatorname{dn}^{2}(u, k)\right]^{-1}\right\}
\end{aligned}
$$

$$
\begin{aligned}
& -i\left\{E\left(v, k^{\prime}\right)-\left(E / K+E^{\prime} / K^{\prime}\right) v+v \pi / 2 K K^{\prime}\right. \\
& -\left[\operatorname{dn}(u, k) \operatorname{cn}\left(v, k^{\prime}\right) \operatorname{sn}\left(v, k^{\prime}\right) \operatorname{dn}\left(v, k^{\prime}\right)\right] \\
& \left.\times\left[1-\operatorname{sn}^{2}\left(v, k^{\prime}\right) \operatorname{dn}^{2}(u, k)\right]^{-1}\right\} .
\end{aligned}
$$

Let us look at the calculation in detail for the turning point used in Appendix A. We must use the following relations for elliptic functions ${ }^{21}$ of argument $u+i v$ $=3\left(K+i K^{\prime}\right) / 2$ :

$$
\begin{aligned}
& \operatorname{sn}(3 K / 2, k)=\operatorname{sn}(K / 2, k)=\left(1+k^{\prime}\right)^{-1 / 2} \\
& \operatorname{cn}(3 K / 2, k)=-\left[k^{\prime} /\left(1+k^{\prime}\right)\right]^{1 / 2} \\
& \operatorname{dn}(3 K / 2, k)=\left(k^{\prime}\right)^{1 / 2} \\
& \operatorname{sn}\left(3 K^{\prime} / 2, k^{\prime}\right)=(1+k)^{-1 / 2} \\
& \operatorname{cn}\left(3 K^{\prime} / 2, k^{\prime}\right)=-[k /(1+k)]^{1 / 2} \\
& \operatorname{dn}\left(3 K^{\prime} / 2, k^{\prime}\right)=(k)^{1 / 2}
\end{aligned}
$$

Then
$E\left[\frac{3\left(K+i K^{\prime}\right)}{2}, k\right]$

$$
\begin{align*}
= & \left\{E\left(\frac{3 K}{2}, k\right)-\left[\frac{k^{\prime}\left(1-k^{\prime}\right)}{\left(1+k-k^{\prime}\right)}\right]\right\} \\
& -i\left[E\left(\frac{3 K^{\prime}}{2}, k^{\prime}\right)-\frac{3\left(E K^{\prime} / K+E^{\prime}-\pi / 2 K\right)}{2}\right. \\
& \left.+\frac{k k^{\prime}}{\left(1+k-k^{\prime}\right)}\right] \tag{B2}
\end{align*}
$$

The problem now is to calculate $E(3 K / 2, k)$ and $E\left(3 K^{\prime} /\right.$ $2, k^{\prime}$ ). We use Eq. (B1) in the form

$$
Z(u+v, k)=E(u+v, k)-(E / K)(u+v)
$$

and ${ }^{21}$

$$
\begin{aligned}
Z(u+v, k)= & Z(u, k)+Z(v, k) \\
& -k^{2} \operatorname{sn}(u, k) \operatorname{sn}(v, k) \operatorname{sn}(u+v, k)
\end{aligned}
$$

Then

$$
\begin{aligned}
E\left(\frac{3 K}{2}, k\right)= & Z\left(\frac{K}{2}, k\right)+Z(K, k)-k^{2} \operatorname{sn}\left(\frac{K}{2}, k\right) \\
& \times \operatorname{sn}(K, k) \operatorname{sn}\left(\frac{K}{2}+K, k\right)+\frac{E}{2}+E .
\end{aligned}
$$

Using Eq. (B1) again, taking into consideration the known values of the elliptic functions, and with ${ }^{21}$

$$
E(K / 2, k)=\left[E+\left(1-k^{\prime}\right)\right] / 2
$$

we obtain

$$
E(3 K / 2, k)=\left[3 E-\left(1-k^{\prime}\right)\right] / 2
$$

The same procedure can be used to find

$$
E\left(3 K^{\prime} / 2, k^{\prime}\right)=\left[3 E^{\prime}+(k-1)\right] / 2
$$

These results substituted into Eq. (B2) give Eq. (25).
For the other three turning points the same method is followed.
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It is shown how to analytically continue the Faddeev equation in the second sheet of the complex energy plane when one has a local two-body interaction.

## I. INTRODUCTION

In scattering theory, virtual states and resonances are associated with poles of the on-the-energy-shell $S$ matrix on the unphysical sheet of the complex energy plane. If such poles are close to the positive real axis (physical scattering region), then scattering observables like phase shifts are very strongly influenced. In two-body problems the situation is very clear: in general one only has to obtain Jost functions and to look for zeros corresponding to poles of the on-shell $S$ matrix. ${ }^{1}$ Virtual states correspond to poles at real negative energies, whereas resonances correspond to pairs of complex conjugate poles on the second sheet. For short-ranged potentials the above statement is at most an easy numerical exercise. Three-body systems, however, are essentially more complicated. For such a system few proposals have been made in order to calculate resonances and virtual states. Here we discuss briefly the ideas of Girard and Fuda ${ }^{2}$ (GF), Fonseca, Tomio, and Adhikari ${ }^{3}$ (FTA), Pearce and Afnan ${ }^{4}$ (PA), and Glöckles ${ }^{5}$ (G). The GF method uses partial wave dispersion relations and numerically continues the approximate solution of the partial wave $N / D$ equations for the neutron/deuteron problem to the relevant unphysical sheet. The second proposal (FTA) analytically continues the approximate solution of the Faddeev equation (calculated in the first sheet of energy) with known analytic properties onto the unphysical sheet associated with the lowest scattering threshold. They applied this method to study Efimov virtual states in the three-boson Amado model. The (PA) method reduces the finding of resonances to the solution of an auxiliary eigenvalue Faddeev equation for complex energies. They applied this method to $\pi d$ elastic scattering with coupling to the $N \Delta$ channel. Glöckle's method, however, analytically continues Faddeev's equation (before solution) into the unphysical sheet of energy. It was first applied to study the $S$-matrix pole trajectory in a three-neutron model ${ }^{5}$ and more recently to calculate the virtual state of the triton where a two-pion exchange three-nucleon force was present. ${ }^{6}$

To solve the Faddeev equation (on the first or the second sheet of the complex energy plane) for a system interacting via local two-body potentials, we must solve in general a coupled set of two-dimensional integral equations. To avoid the complications of two-dimensional integral equations, the above methods use separable two-nucleon interactions. This reduces the problem to a coupled set of one-dimensional integral equations. Calculations of virtual states and reson-

[^8]ances for a three-nucleon system interacting via a local twonucleon potential do not exist to the best of our knowledge. The theoretical investigation of the Faddeev's equation for such a problem is by itself an interesting subject of scattering theory and would have several applications in physics.

In this paper, using the $G$ method, we show how to analytically continue Faddeev's equation for a system of three bosons interacting via local two-body potentials. It is done conveniently using some aspects of the formulation of Karlsson and Zeiger ${ }^{7}$ [hereafter (KZ)] of Faddeev's equation. In reality we just use the idea of $K Z$ formulation concerning the two-body $t$ matrix written in its half-off-the-energy-shell form. It has the advantage that the three-body energy, instead of appearing in the off-energy-shell $t$-matrix (as in the usual form of the Faddeev equation), appears in the resolvent operator of the equation. This fact turns out to be important in our approach in order to perform the previously mentioned analytical continuation.

In order to make the paper more consistent we present in Sec. II the G method to a two-body system. In Sec. III we present how to continue the Faddeev equation onto the second sheet of energy associated with the lowest scattering threshold if we have a local potential.

## II. TWO-NUCLEON SYSTEM

We start with the $S$-wave Schrödinger equation in momentum space ( $h=2 m=1$ ),

$$
\begin{equation*}
\psi(p)=\int_{0}^{\infty} \frac{p^{\prime 2} d p^{\prime} V\left(p, p^{\prime}\right) \psi\left(p^{\prime}\right)}{E-p^{\prime 2}} \tag{1}
\end{equation*}
$$

where $p$ is the relative momentum between two nucleons and $m$ is the mass of each nucleon. The integration limits in Eq. (1) and in the rest of the paper extend from 0 to $\infty$. For a local interaction $V\left(p, p^{\prime}\right)$ is given by

$$
\begin{equation*}
V\left(p, p^{\prime}\right)=\frac{2}{\pi p p^{\prime}} \int_{0}^{\infty} d r \sin (p r) \sin \left(p^{\prime} r\right) V(r) \tag{2}
\end{equation*}
$$

For instance, if we put the Reid ${ }^{1} S_{0}$ potential ${ }^{8}$ in (1), the system does not support a bound state. At this point we are on the first sheet of energy. First the G method generalizes (1) to the following form:

$$
\begin{equation*}
\eta(E) \psi(p)=\int \frac{p^{\prime 2} d p^{\prime} V\left(p, p^{\prime}\right) \psi\left(p^{\prime}\right)}{E-p^{\prime 2}} \tag{3}
\end{equation*}
$$

Since the kernel of the equation is compact, provided $V(r)$ satisfies certain bounds, there exists an infinite number of discrete eigenvalues $\eta$. Equation (3) is Eq. (1) with potential $V / \eta$. Now for some $\eta<1$ Eq. (2) has a nontrivial solution. In a classical work ${ }^{9}$ Weinberg showed that $\eta(E)$ is a
monotomic function of energy ( $E<0$ ). If $\eta$ increases, then $E$ increases, too. The idea of the analytical continuation is shown in Fig. 1. Sections I and II refer to first (physical) and second (unphysical) sheets of the complex energy plane. Equation (3) has a square-root unitarity cut along the real positive energy axis, shown in Fig. 1. Our aim is to analytically continue Eq. (3) through the square-root unitarity cut and look for the pole in the second sheet. The pole in the first sheet corresponds to some $\eta<1$. As $\eta$ increases $E_{b}$ follows the indicated arrow. If we approach the upper rim of the cut $(\eta \rightarrow 1)$ we encounter a pole singularity in $p^{\prime}=p_{0}=\sqrt{E}$. Once the analyticity of $V\left(p, p^{\prime}\right)$ and $\psi\left(p^{\prime}\right)$ in the neighborhood of $p_{0}$ is established we can deform the path of integration in $p^{\prime}$ away from the real axis near $p^{\prime}=\sqrt{E}$. It allows us to move with $E$ onto the upper rim of the cut and even across the cut onto the lower half-plane of the second sheet. Then the path of integration is shifted back to the real axis. Thereby one sweeps over the pole $P_{0}=-i \sqrt{|E|}$ and picks up a residue term. It means that, in place of Eq. (3), we have

$$
\begin{align*}
\eta^{\mathrm{II}}(E) \psi^{\mathrm{II}}(p)= & \int_{0}^{\infty} \frac{p^{2} d p^{\prime} V\left(p, p^{\prime}\right) \psi^{\mathrm{II}}\left(p^{\prime}\right)}{p_{0}^{2}-p^{\prime 2}} \\
& -i \pi p_{0} V\left(p, p_{0}\right) \psi^{\mathrm{II}}\left(p_{0}\right) \tag{4a}
\end{align*}
$$

The superscript II indicates that this equation is valid in the second sheet of energy. The analyticity of $\eta(E)$ is extensively discussed in Ref. 10. In order to obtain a closed set of integral equations we define

$$
\begin{align*}
\eta^{\mathrm{II}}(E) \psi^{\mathrm{II}}\left(p_{0}\right)= & \int_{0}^{\infty} \frac{p^{\prime 2} d p^{\prime} V\left(p_{0}, p^{\prime}\right) \psi^{\mathrm{II}}\left(p^{\prime}\right)}{p_{0}^{2}-p^{\prime 2}} \\
& -i \pi p_{0} V\left(p_{0}, p_{0}\right) \psi^{\mathrm{II}}\left(p_{0}\right) \tag{4b}
\end{align*}
$$

By solving set (4) we calculate the virtual state ( $E_{v}$ ) of two nucleon in singlet state interacting via the Reid soft core potential. The condition

$$
\begin{equation*}
\eta^{\mathrm{II}}\left(E_{v}\right)=1 \tag{5}
\end{equation*}
$$

gives us

$$
E_{v}=-0.1218 \mathrm{MeV}
$$

Our value leads credence to the result obtained in Ref. 3.

## III. THREE-BODY SYSTEM

To simplify the discussion we take a system of three identical bosons with mass $m$ ( $h=m=1$ ) interacting through a local potential. The Faddeev equation for bound state ( $s$ wave) in the momentum space reads ${ }^{9}$

$$
\begin{align*}
\psi(p q)= & \frac{1}{E-p^{2}-\frac{3}{4} q^{2}} \int_{0}^{\infty} q^{\prime 2} d q^{\prime} \\
& \times \int_{-1}^{1} d x t\left(p, \pi_{1}, E-\frac{3}{4} q^{2}\right) \psi\left(\pi_{2}, q^{\prime}\right) \tag{6}
\end{align*}
$$

where


FIG. 1. The first and the second sheet of the complex energy plane. The positions of the ground state and virtual states are indicated.


FIG. 2. Deformation of the path of integration necessary for continuation to the second sheet.
$\pi_{1}=\sqrt{\frac{1}{4} q^{2}+q^{\prime 2}+q q^{\prime} x}$ and $\pi_{2}=\sqrt{q^{2}+\frac{1}{4} q^{\prime 2}+q q^{\prime} x}$.

In Eq. (6) $p$ refers to the Jacobi relative momentum of two particles, $q$ denotes the relative momentum of the center of mass of the pair and the remaining particle, $t$ is the two-body off-the-energy-shell scattering amplitude in the three-body space, and $E$ is the three-body energy. At this point it is interesting to see that the reduction of (6) when the interaction is separable ${ }^{5}$ is given by

$$
\begin{equation*}
F(q)=\int_{0}^{\infty} \frac{q^{\prime 2} d q^{\prime} Z\left(q, q^{\prime}\right) F\left(q^{\prime}\right)}{E-\frac{3}{4} q^{\prime 2}-E_{2}} \tag{8}
\end{equation*}
$$

where $Z$ (the "effective potential") is related to form factors and $E_{2}$ is the two-body binding energy. The amplitude $F$ satisfying (8) has two unitarity cuts starting at the elastic scattering and breakup thresholds. The former corresponds to a square-root cut. Equation (8) is formally equivalent to Eq. (3). In Refs. 5 and 6 the analytical continuation is done as in Sec. II.

In contrast to Eq. (8), Eq. (6) without modifications needs a more detailed study in order to be analytically continued into the second sheet of energy. Note that the cut arising from the two-body $t$ matrix in the three-body space is hidden in the variables ( $E-\frac{3}{4} q^{2}$ ) and $\pi_{1}$. This fact makes it difficult to perform a direct contour deformation in the $q^{\prime}$ plane to the second sheet of energy. In order to obtain a formal equivalence between Eq. (6) and Eq. (8) we use the idea of Karlsson and Zeiger. ${ }^{7}$ It consists of substituting the $t$ matrix into Eq. (6) in the form

$$
\begin{equation*}
t(Z)=V+V G(Z) V \tag{9}
\end{equation*}
$$

with the complete propagator $\boldsymbol{G}(Z)$ in its spectral representation

$$
\begin{equation*}
G(z)=\sum_{b} \frac{\left|\phi_{b}\right\rangle\left\langle\phi_{b}\right|}{Z-E_{b}}+\int_{0}^{\infty} \frac{K^{2} d K\left|\phi_{K}^{+}\right\rangle\left\langle\phi_{K}^{+}\right|}{Z-E_{K}} \tag{10}
\end{equation*}
$$

where $Z=E-\frac{3}{4} q^{2},\left|\phi_{b}\right\rangle, E_{b},\left|\phi_{K}^{+}\right\rangle$, and $E_{K}$ refers to twobody bound-state wave function, binding energy, outgoing scattering state, and kinetic energy, respectively. To avoid unnecessary subscripts we restrict ourselves to the case where just one bound state exists, namely $E_{b}=E_{2}$. With such consideration the $t$ matrix of Eq. (6) can be written as

$$
\begin{align*}
& t\left(p, \pi_{1}, E-\frac{3}{4} q^{2}\right) \\
&= V\left(p, \pi_{1}\right)+\frac{\langle p| V\left|\phi_{2}\right\rangle\left\langle\phi_{2}\right| V\left|\pi_{1}\right\rangle}{E-\frac{3}{4} q^{2}-E_{2}} \\
&+\int_{0}^{\infty} K^{2} d K \frac{\langle p| V\left|\psi_{K}^{+}\right\rangle\left\langle\psi_{K}^{+}\right| V\left|\pi_{1}\right\rangle}{E-\frac{3}{4} q^{2}-E_{K}} \tag{11}
\end{align*}
$$

This equation relates the off-the-energy-shell $t$ matrix with its half-energy-shell form. Note that

$$
\begin{equation*}
\langle p| V\left|\phi_{K}^{+}\right\rangle\left\langle\phi_{K}^{+}\right| V\left|\pi_{1}\right\rangle=t^{+}(p, K) t\left(K, \pi_{1}\right) \tag{12}
\end{equation*}
$$

By substituting Eq. (11) into Eq. (6) we have

$$
\begin{align*}
\psi(p, q)= & \frac{1}{E-p^{2}-\frac{3}{4} q^{2}} \int_{0}^{\infty} q^{\prime 2} d q^{\prime} \int_{-1}^{1} d x  \tag{17}\\
& \times\left\{V\left(p, \pi_{1}\right)+\int_{0}^{\infty} \frac{K^{2} d K t^{+}(p, K) t\left(K, \pi_{1}\right)}{E-\frac{3}{4} q^{2}-E_{K}}\right. \\
& \left.+\frac{\langle p| V\left|\phi_{2}\right\rangle\left\langle\phi_{2}\right| V\left|\pi_{1}\right\rangle}{E-\frac{3}{4} q^{2}-E_{2}}\right\} \psi\left(\pi_{2}, q^{\prime}\right) \tag{13}
\end{align*}
$$

Our aim now is to put (13) into the same structure as (8) where we know how to analytically continue the equation in the second sheet by the G method. In order to get it we introduce the following definitions:

$$
\begin{align*}
& F(q)=\int_{0}^{\infty} q^{\prime 2} d q^{\prime} \int_{-1}^{1} d x\left\langle\phi_{2}\right| V\left|\pi_{1}\right\rangle \psi\left(\pi_{2}, q^{\prime}\right), \\
& F_{0}(p, q)=\int_{0}^{\infty} q^{\prime 2} d q^{\prime} \int_{-1}^{1} d x V\left(p, \pi_{1}\right) \psi\left(\pi_{2}, q^{\prime}\right),  \tag{14}\\
& F_{K}(q)=\int_{0}^{\infty} q^{\prime 2} d q^{\prime} \int_{-1}^{1} d x t\left(K, \pi_{1}\right) \psi\left(\pi_{2}, q^{\prime}\right) .
\end{align*}
$$

With them, (13) becomes

$$
\begin{align*}
\psi(p, q)= & \frac{1}{E-p^{2}-\frac{3}{4} q^{2}}\left\{F_{0}(p, q)+\frac{\langle p| V\left|\psi_{2}\right\rangle}{E-\frac{3}{4} q^{2}-E_{2}} F(q)\right. \\
& \left.+\int_{0}^{\infty} \frac{K^{2} d K t+(p, K) F_{K}(q)}{E-\frac{3}{4} q^{2}-E_{K}}\right\} . \tag{15}
\end{align*}
$$

Now, using (15) the set of $F$ 's amplitudes satisfy the following integral equations:

$$
\begin{align*}
F(q)= & \left\{\int q ^ { \prime 2 } d q ^ { \prime } \int _ { - 1 } ^ { 1 } d x \left[\frac{A\left(q, q^{\prime}, x\right)}{N\left(q, q^{\prime}, x\right)} F^{\prime}\left(q^{\prime}\right)\right.\right. \\
+ & \int K^{2} d K \frac{A_{K}\left(q, q^{\prime}, x\right)}{N_{K}\left(q, q^{\prime}, x\right)} F_{K}\left(q^{\prime}\right) \\
+ & \left.\left.\frac{B_{0}\left(q, q^{\prime}, x\right)}{N_{0}\left(q, q^{\prime}, x\right)} F_{0}\left(\pi_{2}, q^{\prime}\right)\right]\right\},  \tag{16a}\\
F_{K}(q)=\{ & \int q^{\prime 2} d q^{\prime} \int_{-1}^{1} d x\left[\frac{A_{K}\left(q, q^{\prime}, x\right)}{N\left(q, q^{\prime}, x\right)} F\left(q^{\prime}\right)\right. \\
& +\int K^{\prime 2} \frac{d K^{\prime} A_{K K^{\prime}}\left(q, q^{\prime}, x\right)}{N_{K}\left(q, q^{\prime}, x\right)} F_{K^{\prime}}\left(q^{\prime}\right) \\
+ & \left.\left.\frac{B_{K}\left(q, q^{\prime}, x\right)}{N_{0}\left(q, q^{\prime}, x\right)} F_{0}\left(\pi_{2}, q^{\prime}\right)\right]\right\},  \tag{16b}\\
F_{0}(p, q)= & \left\{\int q ^ { \prime 2 } d q ^ { \prime } \int _ { - 1 } ^ { 1 } d x \left[\frac{C\left(q, q^{\prime}, x\right)}{N\left(q, q^{\prime}, x\right)} F\left(q^{\prime}\right)\right.\right. \\
& +\int \frac{K^{2} d K C_{K}\left(q, q^{\prime}, x\right)}{N_{K}\left(q, q^{\prime}, x\right)} F_{K}\left(q^{\prime}\right)  \tag{18a}\\
& \left.\left.+\frac{C_{0}\left(q, q^{\prime}, x\right)}{N_{0}\left(q, q^{\prime}, x\right)} F_{0}\left(\pi_{2}, q^{\prime}\right)\right]\right\}, \tag{16c}
\end{align*}
$$

where

$$
\begin{aligned}
& A\left(q, q^{\prime}, x\right)=\left\langle\phi_{2}\right| V\left|\pi_{1}\right\rangle\left\langle\pi_{2}\right| V\left|\phi_{2}\right\rangle \\
& A_{K}\left(q, q^{\prime}, x\right)=\left\langle\phi_{2}\right| V\left|\pi_{1}\right\rangle t^{+}\left(\pi_{2}, K\right), \\
& B_{0}\left(q, q^{\prime}, x\right)=\left\langle\phi_{2}\right| V\left|\pi_{1}\right\rangle \\
& A_{K K}\left(q, q^{\prime}, x\right)=t^{+}\left(\pi_{1}, K\right) t\left(K, \pi_{2}\right), \\
& B_{K}\left(q, q^{\prime}, x\right)=t\left(K, \pi_{1}\right) \\
& C\left(q, q^{\prime}, x\right)=V\left(p, \pi_{1}\right)\left\langle\pi_{2}\right| V\left|\phi_{2}\right\rangle, \\
& C_{K}\left(q, q^{\prime}, x\right)=V\left(p, \pi_{1}\right) t+\left(\pi_{2}, K\right), \\
& C_{0}\left(q, q^{\prime}, x\right)=V\left(p, \pi_{1}\right), \\
& N_{0}\left(q, q^{\prime}, x\right)=E-\pi_{2}^{2}-\frac{3}{4} q^{\prime 2}=E-q^{2}-q^{\prime 2}-q q^{\prime} x \\
& N\left(q, q^{\prime}, x\right)=\left(E-\frac{3}{4} q^{\prime 2}-E_{2}\right) N_{0}\left(q, q^{\prime}, x\right), \\
& N_{K}\left(q, q^{\prime}, x\right)=\left(E-\frac{3}{4} q^{\prime 2}-E_{K}\right) N_{0}\left(q, q^{\prime}, x\right)
\end{aligned}
$$

As we can see, the set of integral equations (16) has now through $N\left(q, q^{\prime}, x\right)$ the same explicit cut structure of (8). In other words, $N\left(q, q^{\prime}, x\right)$ generates the elastic scattering cut as shown in Fig. 3. The three-fragment channel cuts starting at $E=0$ and generated by the free propagators $N_{0}\left(q, q^{\prime}, x\right)$ are also indicated in Fig. 3. Before we start with the analytical continuation of set (16) we have to analyze the analyticity of $F$ 's and the functions defined in (17). It was made in detail in Ref. 11. Here we should mention that such analyticity depends on the form of the local potential $V$. For example, if $V$ has a Yukawa form we may study the cut structure of the problem. In this case, a cut arising from $V(p, \pi)$ starts at $\pi= \pm i \mu / 2$ [or equivalently at

$$
q^{\prime}=-2 q x \pm 2 i \sqrt{q^{2}\left(1-x^{2}\right)+\mu^{2}}
$$

and

$$
\begin{aligned}
& q^{\prime}=-q x / 2 \pm(i / 2) \sqrt{q^{2}\left(1-x^{2}\right)+4 \mu^{2}} \\
& \quad \text { for }|x|<1 \text { and } 0<q<\infty]
\end{aligned}
$$

Therefore to obtain the singularity lines we need a numerical study to find the domain where the $F$ 's are analytical. Similar studies are necessary for each of the numerators of (16). Hence, we assume that the branch cuts arising from the numerators of (16) are far from the region where we deform our path of integration. Now let us use the same recipe ( $G$ method) used in Sec. II and Refs. 5 and 6. If we approach the upper rim of the cut, as indicated by the arrow in Fig. 3, we encounter a pole singularity in $N\left(q, q^{\prime}, x\right)$. In the neighborhood of the real $q^{\prime}$ axis, we can deform the path of integration in $q^{\prime}$ away from the real axis near $q^{\prime}=q_{0}=\sqrt{\frac{4}{3}\left(E-E_{2}\right)}$. With such prescription and generalization (as in Sec. II) $F=K F \rightarrow \eta F=K F$; we obtain the analytical continuation for Eqs. (16),
$\eta^{\mathrm{II}}(E) F^{\mathrm{II}}(q)$

$$
\begin{aligned}
& \quad=\{\cdots\}-\frac{4 \pi}{3} i q_{0} \int_{-1}^{1} \frac{d x A\left(q, q_{0}, x\right)}{N_{0}\left(q, q_{0}, x\right)} F^{\mathrm{II}}\left(q_{0}\right), \\
& \eta^{\mathrm{II}}(E) F_{K}^{\mathrm{II}}(q) \\
& \quad=\{\cdots\}-\frac{4 \pi}{3} i q_{0} \int_{-1}^{1} \frac{d x A_{K}\left(q, q_{0}, x\right)}{N_{0}\left(q, q_{0}, x\right)} F^{\mathrm{II}}\left(q_{0}\right), \\
& \eta^{\mathrm{II}}(E) F_{0}^{\mathrm{II}}(p, q) \\
& \quad=\{\cdots\}-\frac{4 \pi}{3} i q_{0} \int_{-1}^{1} \frac{d x C\left(q, q_{0}, x\right)}{N_{0}\left(q, q_{0}, x\right)} F^{\mathrm{II}}\left(q_{0}\right),
\end{aligned}
$$



FIG. 3. The first and the second sheet of the complex energy plane. The structure of the cuts are explained in text.
where $\{\cdots\}$ are the corresponding right-hand sides of Eqs. (16). The superscript II indicates the second sheet of energy in the complex plane. In order to get a closed set, this equation has to be complemented by the following set of equations:

$$
\begin{align*}
& \eta^{\mathrm{II}}(E) F^{\mathrm{II}}\left(q_{0}\right) \\
& \quad=\{\cdots\}_{q=q_{0}}-\frac{4 \pi}{3} i q_{0} \int_{-1}^{1} \frac{d x A\left(q_{0}, q_{0}, x\right)}{N_{0}\left(q_{0}, q_{0}, x\right)} F^{\mathrm{II}}\left(q_{0}\right), \\
& \quad \eta^{\mathrm{II}}(E) F_{K}^{\mathrm{II}}\left(q_{0}\right) \\
& \quad=\{\cdots\}_{q=q_{0}}-\frac{4 \pi}{3} i q_{0} \int_{-1}^{1} \frac{d x A_{K}\left(q_{0}, q_{0}, x\right)}{N_{0}\left(q_{0}, q_{0}, x\right)} F^{\mathrm{II}}\left(q_{0}\right), \tag{18b}
\end{align*}
$$

$$
\eta^{\mathrm{II}}(E) F_{0}^{\mathrm{II}}\left(p, q_{0}\right)
$$

$$
=\{\cdots\}_{q=q_{0}}-\frac{4 \pi}{3} i q_{0} \int_{-1}^{1} \frac{d x C\left(q_{0}, q_{0}, x\right)}{N_{0}\left(q_{0}, q_{0}, x\right)} F^{\mathrm{II}}\left(q_{0}\right)
$$

The set of equations (18a) and (18b) constitutes the desired formulation of the eigenvalue problem for the virtual states of three particle interacting via a local potential. Its energy $E_{V}$ is determined through $\eta\left(E_{V}\right)=1$.

## IV. SUMMARY

We have shown how to analytically continue the Faddeev equation for a system of three particles interacting via a
local potential. From the structure of the set (18) we see that such a problem is much more complicated than the case when a separable interaction is present. Although the equations were presented for the simple case $L=S=0$ ( $S$ being the total spin), a generalization seems to be quite trivial.

If we compare sets (18a) and (18b) with those obtained in Ref. 6 for separable potentials, calculations with local potentials in the second sheet of energy seem to be quite involved. In spite of that our study sheds light on the nature of such a calculation.
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#### Abstract

The standard definition of space-time perturbation is reexamined. It is seen that the noninvariance of the metric under identification gauge transformations is a consequence of the adopted zero signature in the fifth dimension of the space of space-times. An n-parameter extension of that definition is proposed, with a $(4+n)$-dimensional flat space of space-times with a nonsingular metric. It is shown that in the vicinity of a point in the background spacetime there is a geometrically defined family of perturbations, which are solutions of the Einstein-Yang-Mills equations.


## I. INTRODUCTION

The idea of space-time perturbation has been in use since the beginning of general relativity and it remains an essential tool for astrophysics, cosmology, and quantum field theory in curved space-times. ${ }^{1-9}$ Nonetheless, the current definitions of space-time perturbations are not clear, at least in some respects. Intuitively one speaks of a fixed spacetime background ( $\bar{V}_{4}, \bar{g}$ ) and a perturbed space-time $\left(V_{4}(\epsilon), g(\epsilon)\right)$, where the metric

$$
g_{i j}=\bar{g}_{i j}+\epsilon h_{i j}+\cdots
$$

is a solution of Einstein's equations. Here $\epsilon$ is a parameter (or a collection of parameters), and $h_{i j}$ is a field over the background. In one point of view the physical space is identified with the background and a perturbation of $\left(\bar{V}_{4}, \bar{g}\right)$ would be the fictious manifold $\left(V_{4}(\epsilon), g(\epsilon)\right)$. When $g_{i j}$ is replaced in Einstein-s equations, we obtain an approximate equation for $h_{i j}$ as seen from an observer who supposedly remains unperturbed in the background.

In another more realistic point of view, the physical space is identified with the perturbed manifold $\left(V_{4}(\epsilon) . g(\epsilon)\right)$ with respect to a fictious background ( $\bar{V}_{4}, \bar{g}$ ). Here a tetrad frame initially defined in the backgound changes continuously with the parameter when the perturbation is carried on the tetrad field itself. Then the perturbed metric is obtained by calculating the physical components of $\bar{g}_{i j}$ in the perturbed tetrad field. Again, replacing this metric in Einstein's equations an approximate equation for $h_{i j}$ is obtained, with respect to the background. Since now that background is no longer the physical space, the resulting equation would not be truly physical. However, this second point of view is more general as it would include the first one as the limit when $\epsilon \rightarrow 0$, provided such a limit is properly defined.

The limit of a space-time, when certain parameters tend to given values, was studied by Geroch ${ }^{10}$ and later applied to a geometric definition of space-time perturbation by Stewart and Walker. ${ }^{11}$ This definition, referred to here as the Ger-och-Stewart-Walker (or GSW for short) definition, is currently used as the standard geometric definition of spacetime perturbation.

In the GSW definition, the physical world in its dynami-

[^9]cal evolution is set in correspondence with a five-dimensional space ( $V_{5}, \mathscr{G}$ ), in which the various stages of that evolution are pictured as distinct members of a one-parameter family of embedded space-times $\left(V_{4}(\epsilon), g(\epsilon)\right)$, including the background ( $\bar{V}_{4}, \bar{g}$ ) as a boundary. This family is characterized by a vector field in $V_{5}$ transverse (not tangent) with respect to $\bar{V}_{4}$. Then a (one-parameter) perturbation of ( $\bar{V}_{4}, \bar{g}$ ) is defined by a one-parameter diffeomorphism of ( $V_{5}, \mathscr{G}$ ) which relates ( $\bar{V}_{4}, \bar{g}$ ) to any other member of the family along the integral curves of the transverse vector field. All points thus obtained are identified with a single point of the physical space by the identification map $\mathscr{J}$ : (family of embedded space-times) $\rightarrow$ (physical space). In a different language, this diffeomorphism can be described as a deformation of the background. ${ }^{12}$

A choice of distinct transverse vector fields corresponds to a choice of distinct families, distinct perturbations, and distinct identification maps. Since this choice is made independently of the coordinates of $\bar{V}_{4}$, it is referred to as a choice of identification gauge and a transformation between transverse vectors is called an identification gauge transformation. As is well known, the basic probelm associated with the GSW definition is that a choice of identification gauge usually imposes a coordinate condition on $\bar{V}_{4}$ (see Ref. 3). Thus the space-time perturbations, which are identification gauge invariant (igi), are said to be the only physically meaningful ones. However, when this definition is applied to the metric of $\bar{V}_{4}$, it turns out that it can never be an igi quantity. ${ }^{11,13}$ Therefore the intuitive idea of space-time perturbation as given by small deviations of the metric does not seem to fit well within the GSW definition.

We notice that Geroch's space of space-times has been conveniently chosen to have zero metric signature along the fifth dimension, so as to avoid measuring distances between two space-times. In fact, no dynamical principle has been proposed in the definition of the geometry of that space, so that the fifth dimension is devoid of physical significance. This situation is distinct but it reminds one of the criticism made by Einstein and Bergmann to the lack of physical significance attached to the original five-space of Kaluza. ${ }^{14,15}$ Quite conceivably, if a space or a small portion of that space is filled with submanifolds which are identified with physical space, then it is likely to have some physical meaning.

The purpose of this note is to present a modification of
the GSW definition of space-time perturbation where the space of space-times is replaced by a ( $4+n$ )-dimensional flat space $M_{4+n}, n>1$. Consequently we have an $n$-parameter perturbation theory where the families of space-times are characterized by $n$ orthogonal vector fields. The other major distinction from the GSW definition is that the metric of $M_{4+n}$ is Minkowski-like with nonzero signature in all dimensions.

In Sec. II we make a brief review of the GSW definition. Section III extends that definition to $n$ parameters and constructs the corresponding field equations. The question of gauge invariance is left to a subsequent paper.

The index notation is as follows: Greek indices refer to the higher-dimensional space and run from 1 to 5 in Sec. II and to $4+n$ in Sec. III. Lowercase Latin indices always refer to the four-dimensional space-times and run from 1 to 4. All capital Latin indices run from 5 to $4+n$.

## II. ONE-PARAMETER PERTURBATIONS

Given any space-time ( $\bar{V}_{4}, \bar{g}$ ), it can always be locally and isometrically embedded in a curved five-dimensional space ( $V_{5}, \mathscr{G}$ ). The embedding is specified by a set of coordinates $y^{a}\left(x^{i}\right)$ functions of the space-time coordinates $x^{i}$ such that

$$
\begin{equation*}
\bar{g}_{i j}=y_{; i}^{\alpha} y_{; j}^{\beta} \mathscr{G}_{\alpha \beta}, \tag{1}
\end{equation*}
$$

where the semicolon denotes covariant derivatives with respect to $\bar{g}_{i j}$. If $N^{\alpha}$ is a vector field orthogonal to $\bar{V}_{4}$ we also have the equations

$$
\begin{equation*}
\boldsymbol{y}_{i i}^{\alpha} N^{\beta} \mathscr{G}_{\alpha \beta}=0, \quad N^{\alpha} N^{\beta} \mathscr{G}_{\alpha \beta}= \pm K^{2} \tag{2}
\end{equation*}
$$

where $K$ is a constant.
Equations (1) and (2) are the basic equations for determining the embedding of $\left(\bar{V}_{4}, \bar{g}\right)$, assuming that the geometry of $V_{5}$ is known. As previously mentioned, the GSW definition does not prescribe any physical principle to determine the metric $\mathscr{G}_{a \beta}$. Instead, Eqs. (2) are made trivial with the assumption that $K=0$ :

$$
\mathscr{G}_{\alpha \beta}=\left(\begin{array}{cc}
G_{m n} & 0  \tag{3}\\
0 & 0
\end{array}\right)
$$

In this case the only relevant equation is (1), which reduces to

$$
\bar{g}_{i j}=l_{i}^{m} l_{j}^{n} \mathscr{G}_{m n}
$$

Here $l_{i}^{m}=y_{; i}^{m}$ can be thought of as a tetrad field over $\bar{V}_{4}$. Since the $y_{; i}^{m}$ define an invertible matrix of rank 4 we may also write

$$
\begin{equation*}
\mathscr{G}_{m n}=l^{-1 i}{ }_{m} l^{-1 j}{ }_{n} \bar{g}_{i j} \tag{4}
\end{equation*}
$$

Consequently, an observer in $\bar{V}_{4}$ interprets $\mathscr{G}_{m n}$ as the tetrad components of $\bar{g}_{i j}$. This means that the choice of metric (3) reduces the extrinsic geometry of $\bar{V}_{4}$ to its Riemannian geometry, aided by tetrad formalism.

Nonetheless the existence of the embedding space means that the normal vector field cannot be ignored. Let $\zeta^{\alpha}$ denote a vector field in $V_{5}$ such that it is not tangent to $\bar{V}_{4}$ (a transverse vector field),

$$
\begin{equation*}
\zeta^{\alpha}=a^{i} y_{; i}^{\alpha}+a N^{\alpha}, \quad a \neq 0 \tag{5}
\end{equation*}
$$

where the $a^{i}$ are arbitrary tangent components. To each $\xi^{\alpha}$ we associate a one-parameter diffeomorphism $h_{s}$ of $V_{5}$ such that for a given point $p \in \bar{V}_{4}$, its orbit $h_{s}(p)$ is the integral curve of $\xi^{\alpha}$. Now define a nonintersecting one-parameter family of four-manifolds $V_{4}\left(x^{i}, s\right)$, with the same differentiable structure as $\bar{V}_{4}$, and whose points lie in the orbits $h_{s}(p)$ for all $p$ belonging to the embedding neighborhood of $\bar{V}_{4}$. In particular, $\bar{V}_{4}$ is the family member corresponding to $s=0$.

If $\bar{Q}$ denotes a geometrical object in $\bar{V}_{4}$, the corresponding object in $V_{4}\left(x^{i}, s\right)$ is given by the appropriate action of the derivative map $h_{s}^{*}$ of $h_{s}$. The change of $\bar{Q}$ along $\zeta^{\alpha}$ is given by the Lie derivative

$$
\mathscr{L}_{\zeta} \bar{Q}=\lim _{s \rightarrow 0}\left\{\left[h_{s}^{*}(\bar{Q})-h_{0}^{*}(\bar{Q})\right] / s\right\}
$$

Therefore if $s$ is sufficiently small so that its powers are neglected, we obtain a linear perturbation of $\bar{Q}$ defined by

$$
\begin{equation*}
\stackrel{(1)}{Q}\left(x^{i}, s\right)=h_{s}^{*}(\bar{Q})=\bar{Q}+s \mathscr{L}_{\zeta} \bar{Q} . \tag{6}
\end{equation*}
$$

Higher-order perturbations may be obtained by repeated application of (6). Thus for a $k$ th-order perturbation we have

$$
\stackrel{(k)}{Q}=\sum_{j=0}^{k} \frac{s^{j}}{j!} Q_{j}, \quad Q_{j+1}=\mathscr{L}_{5} Q_{j}, \quad Q_{0}=\bar{Q}
$$

In particular, the linear perturbation of the tetrad field is

$$
\begin{equation*}
\stackrel{11}{l}_{i}^{m}=\bar{l}_{i}^{m}+s \mathscr{L}_{5} \bar{l}_{i}^{m} . \tag{7}
\end{equation*}
$$

When contracted with a geometrical object $\bar{Q}$, this perturbed tetrad produces a perturbation on the tetrad (or physical) components of $\bar{Q}$, with perturbation order depending on the rank of $\bar{Q}$.

Now we are in position to restate the GSW definition of space-time perturbation. A member of the family $\bar{V}_{4}\left(x^{i}, s\right)$ constructed above is a perturbation of $\bar{V}_{4}$ (the background) when its metric is induced by the metric of $V_{5}$ via the perturbed tetrad

$$
\begin{equation*}
\stackrel{(2)}{g}_{i j}=\stackrel{(1)}{l}_{i}^{m} \stackrel{(1)}{l}_{j}^{n} \mathscr{G}_{m n}=t_{i}^{m} t_{j}^{n} \bar{g}_{m n} \tag{8}
\end{equation*}
$$

where we have denoted

$$
t_{i}^{m}=\stackrel{(1)}{l_{q}^{m}} l_{i}^{-1 q}
$$

Therefore after reaching expression (8) the problem can be handled without further mention of the five-space. However, considerations on $V_{5}$ are important to understand the difference between two perturbations of the same order. From (5) and (6) and the properties of Lie derivatives, the difference between two linear perturbations of $\bar{Q}$ produced by two transverse vector fields $\zeta^{\alpha}, \zeta^{\prime \alpha}$ is

$$
\begin{equation*}
\stackrel{(1)}{Q}^{\prime}-{\stackrel{(1)}{Q}=\mathscr{L}_{\xi} \bar{Q}+\mathscr{L}_{\eta} \bar{Q}, \text {. }}^{(1)} \tag{9}
\end{equation*}
$$

where

$$
\xi^{\alpha}=\left(s^{\prime} a^{i}-s a^{i}\right) y_{i i}^{\alpha}
$$

is an arbitrary tangent vector and

$$
\eta^{\alpha}=\left(\mathrm{s}^{\prime} a^{\prime}-s a\right) N^{\alpha}
$$

is a vector normal to $\bar{V}_{4}$. With the adoption of the metric (3) for $V_{5}$, we do not have a measure for $a$ so that we can always
choose $a, a^{\prime}$ such that $\eta^{\alpha}$ is a zero while $\xi^{\alpha}$ remains arbitrary. Therefore the two perturbations of $\bar{Q}$ will be equal if $\mathscr{L}_{5} \bar{Q}=0$ for any tangent vector $\xi^{\alpha}$. This condition cannot be satisfied except for a very special class of objects. In particular if $\bar{Q}=\bar{g}_{i j}$ this would require the impossible condition that any tangent vector field should be a Killing vector field of $\bar{V}_{4}$ (see Ref. 11).

One possible way out of the above difficulty is to remove the arbitrariness of $\xi^{\alpha}$ by assigning a measure along the fifth dimension in such a way that $\eta^{\alpha}$ would still vanish but $\xi^{\alpha}$ is a Killing vector field of $\bar{V}_{4}$. Such a scheme would be better understood in a multiparameter perturbation program.

## III. MULTIPARAMETER PERTURBATIONS

The embedding of a curved manifold into another curved manifold is a difficult problem of differential geometry. A simpler problem is to embed a Riemannian manifold into a flat space. In particular, for space-times there are numerous known examples with varying dimensions and signatures. ${ }^{16} \mathrm{We}$ may generically assume that $\bar{V}_{4}$ is locally and isometrically embedded in a flat space $M_{4 n}$ with $4+n$ dimensions and signature $p(+)+q(-)$. These embeddings are specified by a set of Cartesian coordinates $x^{\mu}\left(x^{i}\right)$ such that

$$
\begin{equation*}
\bar{g}_{i j}=X_{,,}^{\mu} X_{, j}^{v} \eta_{\mu \nu}, \tag{10}
\end{equation*}
$$

where $\eta_{\mu \nu}$ denotes the Cartesian components of the metric of $M_{4+n}$ and the comma denotes partial derivatives.

When $X^{\mu}\left(x^{i}\right)$ are real analytic functions of $x^{i}$ we may use Friedman's adaptation of the Janet-Cartan theorem showing that ten dimensions are sufficient to embed analytically any four-dimensional space-time. ${ }^{17}$ While most known embeddings fall in this category, there is no proof that all space-times can be analytically embedded and they probably cannot. In fact, if we consider the most general cases, including regions that are near singularities, then it is likely that the analytic condition fails and the best we can hope is that these functions remain differentiable. In this case it has been shown that the maximum number of required dimensions rises to 14 (see Ref. 18). This limit is irrelevant to our present considerations except for the fact that we expect to be dealing with 14 independent differential equations.

If $N_{A}^{\mu}$ denotes $n$ vector fields orthogonal to $\bar{V}_{4}$, then besides (10) we also have the following equations:

$$
\begin{equation*}
X_{, i}^{\mu} N_{A}^{\nu} \eta_{\mu \nu}=0, \quad N_{A}^{\mu} N_{B}^{\nu} \eta_{\mu \nu}=\bar{g}_{A B}=\kappa^{2} \epsilon_{A} \delta_{A B} \tag{11}
\end{equation*}
$$

where now $\kappa$ is a nonzero constant, which for simplicity we take to be 1 and $\epsilon_{\mathrm{A}}= \pm 1$ are the signature numbers. For the purpose of perturbation theory we assume that if the background ( $\bar{V}_{4}, \bar{g}$ ) has a certain embedding signature ( $p, q$ ) then its perturbations also have the same signature.

A generic transverse vector field in $M_{4+n}$ has the general expression

$$
\xi^{\mu}=\xi^{\mu}+X^{A} N_{A}^{\mu},
$$

where again $\xi^{\mu}$ denotes an arbitrary tangent vector. To compare with Sec. II we may introduce the notation $s=\sqrt{g_{A B} X^{A} X^{B}}$ and a single vector $N^{\mu}=x^{4} N_{A}^{\mu} / s$, bearing in mind that the independent parameters are $x^{4}$. With this
notation the transverse vector reads

$$
\zeta^{\mu}=\xi^{\mu}+s N^{\mu} .
$$

As before, to each such vector we associate a diffeomorphism $h_{s}$ of $M_{4+n}$ such that for each $p \in \bar{V}_{4}$, its orbit is the integral curve of $\zeta^{\mu}$, with parameter $s$. We may now introduce an $n$-parameter family of embedded manifolds $V_{4}\left(x^{i}, s\right)$ whose points lie in the orbits of $h_{s}$. Therefore in the neighborhood of $\bar{V}_{4}$ the points of the family can be expressed by the coordinates

$$
Z^{\mu}\left(x^{i}, s\right)=X^{\mu}\left(x^{i}\right)+s\left(\frac{\partial Z^{\mu}}{\partial s}\right)+\cdots
$$

Assuming that $s$ is sufficiently small, this expression can be approximated by a straight line (actually, since our embedding space is flat, these lines are globally defined)

$$
\begin{equation*}
Z^{\mu}\left(x^{i}, s\right)=X^{\mu}\left(x^{i}\right)+s N^{\mu} \tag{12}
\end{equation*}
$$

The identification map can be constructed as in the previous section. Supposing that the manifolds described by (12) are space-times, the various points $p=h_{s}(p)$, $p^{\prime}=h_{s^{\prime}}(p), \ldots$, associated with different values of $s$ in (12) correspond to a single point in the physical space. For each set of independent vectors $N_{A}$ satisfying (11) we have one such identification map. In other words, different identification maps are generated by pseudorotations of the vectors $N_{A}$. For a fixed origin in $\bar{V}_{4}$ these transformations belong to the group $\mathrm{SO}(r, s)$ where $r(+)+s(-)$ denotes the signature of $\bar{g}_{A B}$. This group is a noninvariant subgroup of the homogeneous group of isometries of $M_{4+n}, \mathrm{SO}(p, q)$. This means that a transformation of $\operatorname{SO}(r, s)$ induces a transformation in the subspace tangent to $\bar{V}_{4}$. Consequently, it is sufficient to calculate perturbations generated by the normal vectors $N_{A}$ and use the transformations of $\mathrm{SO}(r, s)$ to change the identification gauge. Obviously, such a situation cannot exist in the five-dimensional case of the last section. It is interesting to notice that such construction can be generalized to other structures where the high-dimensional space is not necessarily an embedding space. ${ }^{19}$

The linear perturbation of a geometric object $\bar{Q}$ defined in $\bar{V}_{4}$, corresponding to the normal direction $N$, or equivalently to a choice of $n$ normal vectors $N_{A}$, is

$$
\begin{equation*}
\stackrel{(1)}{Q}=\bar{Q}+s_{\mathscr{L}} \mathscr{L}_{N} \bar{Q}=\bar{Q}+x^{A} \mathscr{L}_{N_{A}} \bar{Q}, \tag{13}
\end{equation*}
$$

and in particular for the metric $\bar{g}_{i j}$ we have the linear $n$ parameter perturbation

$$
\stackrel{(1)}{g}_{i j}=\bar{g}_{i j}+x^{4} \mathscr{L}_{N_{A}} \bar{g}_{i j} .
$$

We shall see that $\mathscr{L}_{N_{A}} \overline{\bar{b}}_{i j}$ is given by the second quadratic form of $\bar{V}_{4}$.

Unlike (1), expression (10) cannot be reduced to a simple tetrad construction, but we can make use of a vielbein formulation. Defining the vielbein $\bar{l}_{i}^{\mu}=X_{i}^{\mu}$, relating the Cartesian frame to a tangent frame in $\bar{V}_{4}$, its linear $n$-parameter perturbation is given by

$$
\begin{equation*}
\stackrel{1}{l}_{i}^{\mu}=\bar{l}_{i}^{\mu}+x^{4} \mathscr{L}_{N_{A}} \bar{l}_{i}^{\mu}=\bar{l}_{i}^{\mu}+x^{A} N_{A, i}^{\mu}, \tag{14}
\end{equation*}
$$

where $N_{A, i}^{\mu}$ is given by Ref. 20 ,

$$
\begin{equation*}
N_{A, i}^{\mu}=-\bar{g}^{m n} b_{i m A} X_{, n}^{\mu}+\bar{g}^{M N} A_{i M A} N_{N}^{\mu} \tag{15}
\end{equation*}
$$

and where

$$
b_{i m A}=-N_{A, i}^{\mu} X_{, m}^{\mu} \eta_{\mu v}
$$

are the coefficients of the second quadratic form of $\bar{V}_{4}$ and

$$
A_{i M A}=N_{A, i}^{\mu} N_{M}^{\nu} \eta_{\mu \nu}
$$

are the components of the "torsion" vector. It has been observed that these components transform as the Lie algebra components of a gauge potential under $\operatorname{SO}(r, s)$ (see Ref. 21). Therefore, if the $L^{A B}$ denote the Lie algebra generators of that group, these geometric gauge potentials are $A_{i}=A_{i A B} L^{A B}$. Using (15) the linear vielbein perturbation becomes

$$
\begin{equation*}
\stackrel{(1)}{l_{i}^{\mu}}=\left(\delta_{i}^{n}-X^{A} \bar{g}^{m n} b_{i m A}\right) l_{n}^{\mu}+x^{A} \bar{g}^{M N} A_{i M A} N_{N}^{\mu} \tag{16}
\end{equation*}
$$

which is the same as $\partial Z^{\mu} / \partial x^{i}$, where $Z^{\mu}$ is given by (12).
Following the same idea as in Sec. II, we may define the $n$-parameter geometric perturbation of the background $\bar{V}_{4}$ as a member of the family of four-manifolds given by (12) whose metric is induced by $\eta_{\mu v}$ via the perturbed vielbein (16)

$$
\begin{equation*}
\stackrel{(2)}{g}_{i j}={\stackrel{(1)}{l}{ }_{i}^{\mu}{ }^{(1)}{ }_{j}^{v} \eta_{\mu v}=g_{i j}+X^{A} X^{B} \bar{g}^{M N} A_{i M A} A_{j N B}, . .} \tag{17}
\end{equation*}
$$

where we have denoted

$$
\begin{equation*}
g_{i j}=\bar{g}_{i j}-2 X^{A} b_{i j A}+x^{A} x^{B} \bar{g}^{m n} b_{i m A} b_{j n B} \tag{18}
\end{equation*}
$$

Notice that by using (12), expression (17) is equivalent to

$$
\begin{equation*}
\stackrel{(2)}{g}_{i j}=Z_{, i}^{\mu} Z_{j}^{\mu} \eta_{\mu \nu} . \tag{19}
\end{equation*}
$$

In the case of the GSW definition, the perturbed metric is simply replaced in Einstein's equations and these are solved in terms of $t_{i}^{m}$. Here we have a different situation because of the larger number of functions to be determined and therefore we also need an additional set of equations. These equations are derived from the integrability conditions for (10) and (11), the Gauss-Codazzi-Ricci equations. ${ }^{20}$

The next step would be to write Einstein's equations for $g_{i j}$ and use the mentioned supplementary equations to determine the complete set of unknowns. A simpler but less straightforward method is to translate the metric of $M_{4+n}$ to the Gaussian coordinate system formed by $x^{i}$ and $x^{4}$ and the equivalence of expressions (17) and (19) to obtain the following metric expression ${ }^{21}$ :

$$
\begin{align*}
\gamma_{A B} & =Z_{, \alpha}^{\mu} Z_{, \beta}^{\nu} \eta_{\mu \nu} \\
& =\left(\begin{array}{cc}
g_{i j}+x^{4} x^{B}{ }^{B M N} A_{i M A} A_{j N B} & X^{A} A_{i M A} \\
X^{A} A_{i M A} & \bar{g}_{A B}
\end{array}\right) . \tag{20}
\end{align*}
$$

Then as follows from the analogy with the Kaluza-Klein metric ansatz, calculating $R(\gamma) \sqrt{\operatorname{det}} \gamma$,

$$
R(g) \sqrt{-\operatorname{det} g}=-\frac{1}{4} \operatorname{tr} F^{2} \sqrt{-\operatorname{det} g}
$$

where $R(\gamma)$ and $R(g)$ are the curvature scalars constructed with $\gamma_{\alpha \beta}$ and $g_{i j}$, respectively, and we have denoted

$$
\begin{align*}
& F_{i j}=\partial_{i} A_{j}-\partial_{j} A_{i}+\frac{1}{2}\left[A_{i}, A_{j}\right]  \tag{21}\\
& F^{2}=g^{i m} g^{j n} F_{i j} F_{m n} .
\end{align*}
$$

Therefore from (21) we may construct an equality of action functional whose variations with respect to $g_{i j}$ and $A_{i}$ give the equations

$$
\begin{align*}
& G_{i j}(g)=T_{i j}(F), \\
& D^{i} F_{i j}=0, \tag{22}
\end{align*}
$$

where $D_{i}=\nabla_{i}+\frac{1}{2} A_{i}$ and $\nabla_{i}$ is the covariant derivative with respect to $g_{i j}$. Here $T_{i j}(F)$ denotes the Yang-Mills energy momentum tensor corresponding to the torsion vector $A_{i}$. All contractions are made with respect to $g_{i j}$ (see Ref. 21).

Since $\bar{g}_{i j}$ is given as the background metric, the 14 Ein-stein-Yang-Mills equations (22) can be interpreted as equations on the second quadratic form and the torsion vector. While the latter has an interpretation as a Yang-Mills potential with gauge group $\mathrm{SO}(r, s)$, the former has not yet a clear physical interpretation.
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Using a multiparameter definition of space-time perturbation in a ( $4+n$ )-dimensional flat space, the question of identification gauge invariance of the background metric is examined. It is shown that when the allowed identification gauge transformations are given by rotations in the parameter space, then the background metric is invariant. A possible association with Kaluza-Klein theory is also examined.

## I. INTRODUCTION

In a previous paper we discussed the properties of spacetime perturbations as defined by Geroch, Stewart, and Walker (GSW) and proposed a reformulation of that definition ${ }^{1}$ (hereafter referred to as I). The new definition has $n$ parameters with a nonsingular metric in the parameter space. Each perturbation is a solution of Einstein-YangMills equations where the gauge potential is the torsion vector of the background.

The question of gauge invariance is discussed in the present paper. It is found that for the physically meaningful identification gauge changes, the background metric can be made gauge invariant. Because we have to work with a vielbein instead of a tetrad perturbation, the extra dimensions cannot be dispensed with as it is done in the case of the GSW definition. Consequently the space of space-times may have a physical meaning. In this respect the analogy with KaluzaKlein theory mentioned in I is improved, with the assumption that the internal space of that theory is replaced by the space of perturbation parameters. Indeed, it is shown that this parameter space is naturally bounded and that the identification map provides the necessary identification of points located at the boundaries.

The notation and index convention is the same as in I and an equation ( xx ) of that paper will be referred to as ( xx I).

## II. GAUGE INVARIANCE

As it was seen in I, the GSW definition of space-time perturbation produces a gauge dependence on the metric perturbations, essentially because the geometry of the fivedimensional space $V_{5}$ is chosen to have zero signature along the fifth dimension. The situation would be different if that metric had a nonzero signature. In fact let us suppose that $K=1$ in expression (2-I). Then a transverse vector field $\zeta^{\alpha}$ in $V_{5}$ is given by ( $N^{\alpha}=0$ for $\alpha \neq 5$ )

$$
\zeta^{a}=a^{i} y_{i i}^{\alpha}+a N^{\alpha},
$$

where now the value of $a$ can be measured. Therefore when calculating the difference between two perturbations as in (9-I)

$$
\stackrel{(1)}{Q}_{Q^{\prime}}-\stackrel{(1)}{Q}^{(1)} \mathscr{L}_{\xi} \bar{Q}+\mathscr{L}_{\eta} \bar{Q}
$$

the normal vector $\eta^{\alpha}=\left(s^{\prime} a^{\prime}-s a\right) N^{\alpha}$ cannot be made zero by arbitrary choices of $a$. It will vanish when $a^{\prime} s^{\prime}=a s$, which corresponds to saying that the gauge transformation is an isometry in the parameter space, with the important consequence that in this case the resulting tangent vector $\xi$ in (9I ) is no longer arbitrary, but depends on that isometry. That is, the condition for the two perturbations to be equal becomes an equation in $\xi, \mathscr{L}_{\xi} \bar{Q}=0$. Therefore the resulting coordinate condition is improved (but not eliminated) with respect to the case where $K=0$. In order to completely eliminate the coordinate gauges, the equation $\mathscr{L}_{5} \overline{\mathcal{Q}}=0$ should reduce to an identity, but of course, this cannot be done for a generic $\bar{Q}$. It is, however, possible to select specific geometrical objects $\bar{Q}$ such that $\xi$ generates a symmetry of $\bar{Q}$. In particular, because the current definitions of space-time perturbations rely on the perturbations of the metric, we would be interested in a gauge invariant metric perturbation and by the above argument this would be the case when $\xi$ is a Killing vector field of $\bar{V}_{4}$.

The embedding of $\bar{V}_{4}$ in $M_{4+n}$ is defined up to an isometry of $M_{4+n}$. In other words, besides the manifold mapping group of $\bar{V}_{4}$ we have an embedding symmetry group SO $(p, q)$. In terms of Gaussian coordinates an infinitesimal transformation of this group is $x^{\prime \alpha}=x^{\alpha}+\xi^{\alpha}$, where $\xi^{(\alpha ; \beta)}=0$, the covariant derivative being calculated with respect to $\gamma_{\alpha \beta}$ given by (20-I). These equations split as

$$
\begin{aligned}
& x^{\prime}=x^{i}+\xi^{i}, \quad \xi^{(i ; j)}=0, \quad \xi^{(i ; A)}=0, \\
& x^{\prime A}=x^{A}+\xi^{A}, \quad \xi^{(A ; B)}=0 .
\end{aligned}
$$

Since we are interested in evaluating these transformations in the background, these Killing's equations must be projected in $\bar{V}_{4}$ :

$$
\left.\xi^{(i ; j)}\right|_{x^{A}=0}=0,\left.\quad \xi^{(i ; A)}\right|_{x^{A}=0}=0,\left.\quad \xi^{(A ; B)}\right|_{x^{A}=0}=0 .
$$

After using the metric $\gamma_{\alpha \beta}$ and the corresponding Christoffell symbols we obtain the projected equations ${ }^{2}$

$$
\begin{align*}
& \bar{\xi}^{(i, j)}=\bar{g}^{k\left(\bar{g}^{j) m}\right.} b_{k m M} \bar{\xi}^{M},  \tag{1}\\
& \left.\xi_{(i, A)}\right|_{x^{A}=0}=b_{i m A} \bar{\xi}^{m}-A_{i B A} \bar{\xi}^{B},  \tag{2}\\
& \left.\xi^{(A, B)}\right|_{x^{A}=0}=0, \tag{3}
\end{align*}
$$

where we have denoted $\bar{\xi}^{\alpha}=\left.\xi^{\alpha}\right|_{x^{4}=0}$ and the covariant derivative in (1) refers to $\bar{g}_{i j}$. Notice that in the last two equa-

[^10]tions we have partial derivatives. If $\bar{E}$ denotes the group of coordinate transformations in $\bar{V}_{4}, x^{i i}=x^{i}+\xi^{i}$, where $\bar{\xi}^{i}$ satisfy (1) and $\bar{G}$ denotes the group of transformations $x^{\prime A}=x^{A}+\xi^{A}$, where $\xi^{A}$ satisfy (3), then Eq. (2) says that these groups are not invariant subgroups of the embedding symmetry SO $(p, q)$, even when it is restricted to $\bar{V}_{4}$. Notice from (3) that for an observer in $\bar{V}_{4}$ the subgroup $\bar{G}$ describes local isometries of the parameter space with metric $\bar{g}_{A B}$. The general solution of (3) is
\[

$$
\begin{equation*}
\xi^{A}=\theta_{B}^{A}\left(x^{i}\right) x^{B}+\theta_{m}^{A}\left(x^{i}\right) x^{m} \tag{4}
\end{equation*}
$$

\]

where the $\theta_{\beta}^{\alpha}$ depend only on $x^{i}$ and $\theta^{(\alpha \beta)}=\gamma^{(\alpha \gamma} \theta_{\gamma}^{\beta)}=0$. The projected $\xi^{A}$ is

$$
\bar{\xi}^{A}=\left.\xi^{A}\right|_{x^{4}=0}=\theta_{m}^{A}\left(x^{i}\right) x^{m}
$$

Therefore points in the background are not necessarily mapped into the background after a transformation of $\bar{G}$. We may define a physical gauge transformation as the one that preserves the space-time definition ( $x^{A}=0 \Rightarrow x^{\prime A}=0$ ), i.e., such that $\left.\xi^{A}\right|_{x^{A}=0}=0$, or

$$
\begin{equation*}
\xi^{A}=\theta_{B}^{A}\left(x^{i}\right) x^{B} \tag{5}
\end{equation*}
$$

In this case Eqs. (1)-(3) become

$$
\begin{equation*}
\bar{\xi}^{(i ; j)}=0, \quad \bar{\xi}_{i, A}=b_{i m A} \bar{\xi}^{m}, \quad \xi^{(A, B)}=0 \tag{6}
\end{equation*}
$$

Therefore with the condition $\bar{\xi}^{A}=0, \bar{E}$ and $\bar{G}$ become the groups of isometries of $\bar{g}_{i j}$ and $\bar{g}_{A B}$, respectively, but still not invariant subgroups of $S O(p, q)$. In other words if we take an isometry of $\bar{g}_{A B}$ then we have an induced isometry in $\bar{V}_{4}$.

We may now return to the problem of identification gauge invariance for the multiparameter perturbation defined in I. As stated in that paper, our identification map is defined by a combination of the vectors $N_{A}$ for a given set of parameters $x^{A}$

$$
\zeta^{\alpha}=x^{A} N_{A}^{\alpha}
$$

leading to the perturbation (13-I). Applying to the background metric $\bar{g}_{i j}$ we obtain

$$
\stackrel{(1)}{g}_{i j}=\bar{g}_{i j}+x^{A} \mathscr{L}_{N_{A}} \bar{g}_{i j}
$$

If we now change the vector $\zeta^{\alpha}$ by means of an isometric transformation of the parameter space, a new perturbation is generated,

$$
\stackrel{(1)}{g_{i j}^{\prime}}=\bar{g}_{i j}+x^{\prime A} \mathscr{L}_{N_{i}^{\prime}} \bar{g}_{i j},
$$

where $N_{A}^{\prime}$ denotes the corresponding change in the set of vectors $N_{A}$. The difference between the two perturbations is

$$
\begin{aligned}
& (1) \\
& g_{i j}^{\prime}-g_{i j}=\mathscr{L}_{\left(x^{\prime A} N_{A}^{\prime}-x^{A} N_{A}\right)} \bar{g}_{i j} .
\end{aligned}
$$

Now if the group of isometries of $\bar{g}_{A B}$ were an invariant subgroup of $\mathrm{SO}(p, q)$, then $x^{A} N_{A}$ would be an invariant and the two perturbations would be equal. However, as follows from (1)-(3) this is not the case and $x^{\prime A} N_{A}^{\prime}-x^{A} N_{A}$ will have tangent and normal components. In fact, consider an infinitesimal transformation $x^{A} \rightarrow x^{A}+\xi^{A}$, where $\xi^{A}$ is given by (4). From (1) and (2) it follows that there is an induced transformation $x^{i} \rightarrow x^{i}+\xi^{i}$ so that the vector field $N_{A}$ transforms as

$$
N_{A} \rightarrow N_{A}^{\prime}=\frac{\partial x^{B}}{\partial x^{\prime A}} N_{B}+\frac{\partial x^{m}}{\partial x^{\prime A}} l_{m}
$$

where $l_{m}$ is tangent to $\bar{V}_{4}$. Using (4) and writing $\xi^{i}\left(x^{i}, x^{A}\right)=\theta_{m}^{i} x^{m}+\theta_{A}^{i} x^{A}$, it follows that

$$
N_{A}^{\prime}=N_{A}-\theta_{A}^{B} N_{B}-\theta_{A}^{m} l_{m}
$$

so that

$$
x^{\prime A} N_{A}^{\prime}-x^{A} N_{A}=x^{A} \theta_{A}^{m} l_{m}+x^{m} l_{m}-\theta_{m}^{B} x^{m} N_{B}
$$

and

$$
\stackrel{(1)}{g_{i j}^{\prime}}-\stackrel{(1)}{g i j}_{i n}=\mathscr{L}_{\chi} \bar{g}_{i j}+\mathscr{L}_{\xi} \bar{g}_{i j}+\mathscr{L}_{\eta} g_{i j}
$$

where $\chi$ and $\xi$ are tangent vectors with components along $l_{m}$ given by $\chi^{m}=\theta_{A}^{m} x^{A}, \quad \xi^{m}=x^{m}$, and $\eta$ is a normal vector with components along $N_{A}$ given by $\eta^{A}=\theta_{m}^{B} x^{m}$. Therefore if the two perturbations differ by a coordinate transformation in $M_{4+n}$ defined by (1)-(3), then they are distinct. However, the transformations (1)-(3) do not preserve the space-time definition (i.e., points in space-time do not necessarily remain in space-time) unless $\bar{\xi}^{A}=0$, which means $\theta_{m}^{A}=0$ and consequently if we restrict our gauge group to satisfy $\bar{\xi}^{A}=0$, we have in view of (6) that $\xi$ is a Killing vector field and $\stackrel{(1)}{g_{i j}^{\prime}}-\stackrel{(1)}{g_{i j}}=\xi_{(i ; j)}=0$. In other words, gauge transformations such that $\bar{\xi}^{A}=0$ produce gauge invariant metric perturbations. Notice that if $\bar{V}_{4}$ does not admit a Killing vector field, the only transformation induced in $\bar{V}_{4}$ from (6) is the identity. It is also important to note that the restriction of the gauge transformation to $\bar{\xi}^{A}=0$, is the only meaningful type of gauge transformation allowed by an observer sitting in physical space.

## III. GAUGE-FREE PERTURBATIONS

From the expression (17-I) we see that the perturbation of the background metric induced by the vielbein perturbation is given by the second quadratic form $b_{i j i}$ and by the torsion vector $A_{i A B}$. On the other hand, comparing (20I) with the Kaluza-Klein metric ansatz we notice that the background metric in that ansatz is replaced by

$$
\begin{equation*}
g_{i j}=\bar{g}_{i j}-2 x^{A} b_{i j A}+x^{A} x^{B} \bar{g}^{m n} b_{i m A} b_{j n B} \tag{7}
\end{equation*}
$$

which does not depend on $A_{i A B}$. Therefore if we wish to pursue an analogy with Kaluza-Klein theory we should look at (7) as a "gauge-free" metric perturbation. Indeed the geometrical implication of $A_{i A B}$ is to bend the family of embedded space-times with respect to $N_{A}$. This follows from (16I), which shows that contrary to $\bar{l}_{m}^{\mu}$, the perturbed vielbein (1) $l_{M}^{\mu}$ is not orthogonal to $N_{A}$. In other words the derivative map $h_{s}^{*}$ does not preserve the orthogonality to $N_{A}$.

Supposing that the "gauge potentials" $A_{i A B}$ are momentarily switched off, the perturbed vielbein becomes [from (14-I) and (16-I)]

$$
\begin{equation*}
\lim _{A \rightarrow 0}^{(1)} l_{i}^{\mu}=Y_{, i}^{\mu}=\bar{g}^{m n}\left(\bar{g}_{i m}-x^{A} b_{i m A}\right) X_{, n}^{\mu} \tag{8}
\end{equation*}
$$

which is a set of vectors orthogonal to $N_{A}$ for any $x^{A}$. The corresponding family of space-time is of course different
from that described by (12-I). The points of the new family can be obtained by integrating (8):

$$
\begin{equation*}
Y^{\mu}\left(x^{i}, x^{A}\right)=X^{\mu}+x^{A} V_{A}^{\mu}, \tag{9}
\end{equation*}
$$

where

$$
V_{A}^{\mu}=-\oint b_{i m A} \bar{g}^{m n} X_{, n}^{\mu} d x^{i}
$$

The metric tensor in each member of this family, induced by $\eta_{\mu \nu}$ via (8), is

$$
\begin{equation*}
g_{i j}=Y_{, i}^{\mu} Y_{, j}^{v} \eta_{\mu \nu}=\bar{g}^{m n}\left(\bar{g}_{i m}-x^{A} b_{i m A}\right)\left(\bar{g}_{j n}-x^{B} b_{j n B}\right), \tag{10}
\end{equation*}
$$

which is precisely (7). Therefore the family of manifolds described by (9) with metric (10) defines a new class of space-time perturbation induced solely by the second quadratic form without participation of the torsion vector. The identification map can be defined with the same parameter $s$ as in I and with the vector field $V^{\mu}=x^{A} V_{A}^{\mu} / s$ so that

$$
\begin{equation*}
h_{s}^{\mu}(p)=Y^{\mu}\left(x^{i}, s\right)=X^{\mu}+s V^{\mu} \tag{11}
\end{equation*}
$$

The identification map itself identifies all points along the curve (11) with a single point in physical space.

Since $Y_{, i}^{\mu} N_{A}^{\nu} \eta_{\mu \nu}=0$, the metric of $M_{4+n}$ in terms of the vielbein $Y_{, \alpha}^{\mu}$ is

$$
\gamma_{\alpha \beta}^{\prime}=\left(\begin{array}{cc}
g_{i j} & 0  \tag{12}\\
0 & \bar{g}_{A B}
\end{array}\right)
$$

Therefore given a background $\bar{V}_{4}$ its "gauge-free" perturbation is any member of the family of space-times embedded in $M_{4+n}$ with metric given by (10). These perturbations satisfy Einstein's vacuum field equations $G_{i j}(g)=0$ derived from (22-I) as $A_{i A B} \rightarrow 0$. Interesting enough, when $x^{4}$ is sufficiently small that equation produces a linear wave equation for $b_{i j A}$. Indeed for ${ }_{(1)}^{(1)}=\bar{g}_{i j}+x^{4} b_{i j A}$ and following the general procedure of linearization ${ }^{3}$ we obtain $\square^{2} b_{i j A}=0$, where $\square^{2}$ is calculated with respect to the background $\bar{g}_{i j}$. Therefore for an observer in $\bar{V}_{4}$ it is the second quadratic form rather than the metric which is interpretable as the graviton.

Unlike Geroch's space of space-times, which is bounded at the background ( $x^{A}=0$ ) only, here we have another natural limit. Indeed, since $\operatorname{det} \gamma^{\prime} \neq 0$ then $\operatorname{det} g \neq 0$ and from (10) it follows that the parameters $x^{4}$ are subjected to

$$
\begin{equation*}
\operatorname{det}\left(\bar{g}_{i m}-x^{A} b_{i m A}\right) \neq 0 \tag{13}
\end{equation*}
$$

In other words, $x^{4}$ must not coincide with any of the curvature radii $\rho_{m}^{A}$ of $\bar{V}_{4}$ corresponding to a principal direction $d x^{m}$ and one of the normals $N_{A}$ (Ref. 4). Notice that (13) is trivially satisfied when $x^{A}=0$. Therefore the allowed domain of the perturbation parameters is $x^{A} \in[0, a(\rho)]$ where $a(\rho)<\rho_{m}^{A}$ for any values of $A$ and $m$. In order to allow for group properties we should also include negative values of $x^{A}$ so that we could expand the range of $x^{A}$ to $x^{A}$ $\in[-a(\rho), a(\rho)]$. The resulting picture is that of a local strip in $M_{4+n}$ filled with space-time perturbations (such a picture also holds with slight modifications when the $A_{i A B}$ are present) generated by $b_{i j A}$. When $\alpha(\rho)$ is small these perturbations appear as oscillations of $b_{i j \not}$ around the background geometry. Evidently the values of $a(\rho)$ depend on the geom-


FIG. 1. Local space-time perturbations induced by $b_{i j a}$.
etry of the background but from the point of view of highdimensional physics, some other assumptions may be required to determine its size. [For example assuming a gravitational Casimir-like force between those boundaries then under certain conditions $a(\rho)$ becomes of the order of Planck's length. ${ }^{5}$ ]

A straightforward comparison with Kaluza-Klein theory fails when we ask about the nature of the ground state, which in that theory is of the form $M_{4} \times B_{n}$, where $M_{4}$ is Minkowski's space and $B_{n}$ is a compact space of small diameter. This compactness would respond for the periodic behavior of the extra dimensions. Here we have a local space which is bounded at $x^{4}= \pm a(\rho)$ but the desired periodicity is not apparent. It is our view that this periodicity is provided by the identification maps. Indeed, if all points of the family of space-times along the orbit of $h_{s}(p)$ are mapped into a single point of physical space, then for a four-dimensional observer sitting in that space the sequence of spacetime perturbations will be seen with a periodicity in $\boldsymbol{x}^{A}$. Therefore that observer may think of $B_{n}$ as a compacted space in the geometrical sense. However all that is required is that $B_{n}$ is compact in the topological sense. That is, bounded with identified points. This construction seems to be equivalent to the Geroch-Mansouri-Witten dimensional reduction procedure. ${ }^{6,7}$

## ACKNOWLEDGMENTS

This paper was partially supported by the Conselho Nacional de Pesquisas (CNPq), Brazil.

The author is indebted to the warm hospitality of the University of Washington where this work was done.

[^11]
# On the generalization of Szafron solutions of Einstein field equations 

C. Bona and J. Stela<br>Departament de Fisica, Universitat Illes Balears, 07071 Palma de Mallorca, Spain<br>P. Palou<br>Institut Politècnic de Formació Profesional, 07071 Palma de Mallorca, Spain

(Received 6 June 1986; accepted for publication 12 November 1986)
The explicit form of the solutions of the Einstein field equations corresponding to a perfect fluid in geodesic, hypersurface-orthogonal motion is given with the following restrictions: (i) the comoving hypersurfaces are flat; and (ii) the second fundamental form of these surfaces is degenerate. These results are a natural extension of the metrics previously found by Szafron and co-workers [D. A. Szafron and J. Wainwright, J. Math. Phys. 18, 1668 (1977); D. A. Szafron, ibid. 18, 1673 (1977); D. A. Szafron and C. B. Collins, ibid. 20, 2354 (1979)] as a perfect fluid generalization of the Szekeres dust solutions.

## I. STATEMENT OF THE PROBLEM

Many years ago, Szafron ${ }^{1}$ studied a large class of solutions of Einstein field equations corresponding to geodesic perfect fluid source and admitting the following form of the metric (comoving coordinates):

$$
\begin{align*}
& d s^{2}=d t^{2}-e^{2 \alpha} d z^{2}-e^{2 \beta}\left(d x^{2}+d y^{2}\right), \\
& \alpha=\alpha(t, x, y, z), \quad \beta=\beta(t, x, y, z) . \tag{1}
\end{align*}
$$

The case of dust corresponds to the well known Szekeres metrics, ${ }^{2}$ so that space-times with metric (1) corresponding to a perfect fluid source were called "Szekeres models." They were characterized in a geometric way by Szafron and Collins ${ }^{3}$ as being those geodesic perfect fluid solutions of Einstein equations with conformally flat comoving slices so that both the second fundamental form and the Ricci tensor of every slice are degenerate (they possess at least two equal eigenvalues).

In this paper, we will study the subset of all Szekeres models such that the comoving surfaces are flat. This study fits into the program recently proposed by Stephani and Wolf ${ }^{4}$ for finding such kind of solutions. To be concrete, we will obtain the explicit form of the metrics with the following properties.
(i) The matter content is a perfect fluid whose flow lines form a geodesic congruence orthogonal to a family $S$ of spacelike hypersurfaces.
(ii) Each spacelike surface $\Sigma$ in the family $S$ is flat.
(iii) The second fundamental form of the hypersurfaces $\Sigma$ of $S$ is degenerate, that is, it possess at least two equal eigenvalues.

Our starting point will be the equations for $\alpha$ and $\beta$ in (1) given by Szafron ${ }^{1}$; we shall adopt the same notation, in particular ( $)^{\prime}=\partial / \partial z,()=\partial / \partial t$, and we will use the pair of complex variables $\xi=x+i y, \bar{\xi}=x-i y$. The form of the equations is different when $\beta^{\prime} \neq 0$ (class I) or when $\beta^{\prime}=0$ (class II), so that we will treat both cases separately.

## II. METRICS OF CLASS I, $\boldsymbol{\beta}^{\prime} \neq 0$

The Szekeres models of class I are metrics of the form (1) with $\alpha$ and $\beta$ defined as follows ${ }^{1}$ :

$$
\begin{equation*}
\beta=\log \phi(t, z)+v(z, \xi, \bar{\xi}), \tag{2a}
\end{equation*}
$$

$$
\begin{align*}
& e^{\alpha}=\phi^{\prime}+\phi v^{\prime}  \tag{2b}\\
& e^{-v}=A(z) \xi \bar{\xi}+B(z) \xi+\bar{B}(z) \bar{\xi}+C(z) \tag{2c}
\end{align*}
$$

where $A(z)$ and $C(z)$ are real functions, $B(z)$ is complex with

$$
\begin{equation*}
A C-B \bar{B}=1 / 4(1+k(z)), \tag{3}
\end{equation*}
$$

and $\phi(t, z)$ verifies the differential equation

$$
\begin{equation*}
2 \ddot{\phi} / \phi+(\dot{\phi} / \phi)^{2}+\kappa p(t)+k(z) / \phi^{2}=0, \tag{4}
\end{equation*}
$$

where $p(t)$ is the pressure of the fluid and $\kappa$ is the constant appearing in the Einstein field equations.

Proposition: The necessary and sufficient condition for the comoving three-dimensional slices in a class I Szekeres model to be flat is $k(z)=0$.

Proof: It follows from a straightforward computation of the three-dimensional Ricci tensor. A partial result (sufficiency of the condition) was stated in Ref. 1 for a particular form of $\phi(t, z)$.

Allowing for this result, we will look for the metrics (1) with $\alpha$ and $\beta$ defined by (2) with the following restrictions:

$$
\begin{align*}
& A C-B \bar{B}=\frac{1}{4},  \tag{5}\\
& 2 \ddot{\phi} / \phi+(\dot{\phi} / \phi)^{2}+\kappa p(t)=0, \tag{6}
\end{align*}
$$

the last condition being just the propagation equation for the length scale in the Friedmann ( $k=0$ ) solution. Let us perform the standard substitution $\phi=G^{2 / 3}$. Then the equation becomes

$$
\begin{equation*}
\ddot{G}+\frac{3}{3} \kappa p(t) \boldsymbol{G}=0, \tag{7}
\end{equation*}
$$

which is linear and of second order in $G$.
The general solution of (7) is

$$
\begin{equation*}
G(t, z)=[a(z)+b(z) f(t)](\dot{f})^{-1 / 2} \tag{8}
\end{equation*}
$$

where $a$ and $b$ are arbitrary functions of $z$ and $f(t)$ is related with $p(t)$ by the following equation:

$$
\begin{equation*}
\ddot{f} / \dot{f}-\frac{3}{2}(\ddot{f} / \dot{f})^{2}=\frac{3}{2} \kappa p(t) . \tag{9}
\end{equation*}
$$

Theorem: The general form of the metrics of class I Szekeres models admitting flat comoving slices can be expressed as in Eqs. (1) and (2) with the following restrictions:

$$
\begin{align*}
& A C-B \stackrel{B}{B}=\frac{1}{4},  \tag{10a}\\
& \phi(t, z)=[a(z)+b(z) f(t)]^{2 / 3}(\dot{f})^{-1 / 3} \tag{10b}
\end{align*}
$$

where $a(z), b(z)$, and $f(t)$ are arbitrary functions of their arguments.

Proof: As far as the function $p(t)$ appearing in (6) was arbitrary, we can interpret (9) as a mere definition of $p(t)$ once $f(t)$ is given or vice versa. The function $\phi(t, z)$ given in (10b) is then the general solution of Eq. (6) corresponding to the function $p(t)$ defined by (9).

We have computed the energy density and the kinematical quantities associated to the fluid motion corresponding to this set of solutions. The results are given in Appendix A.

## III. METRICS OF CLASS II, $\boldsymbol{\beta}^{\prime}=0$

The class II Szekeres models are again metrics of the form (1) with $\alpha$ and $\beta$ defined now as follows ${ }^{1}$ :

$$
\begin{align*}
& \beta=\log \phi(t)+v(\xi, \bar{\xi})  \tag{11a}\\
& e^{\alpha}=\lambda(t, z)+\phi(t) \sigma(z, \xi, \bar{\xi})  \tag{11b}\\
& e^{-v}=1+k / 4 \xi \bar{\xi}  \tag{11c}\\
& \sigma=e^{v}[U(z) \xi \bar{\xi}+V(z) \xi+\bar{V}(z) \bar{\xi}+W(z)] \tag{11d}
\end{align*}
$$

where $U(z)$ and $W(z)$ are real functions and $V(z)$ is complex, $k=0, \pm 1$, and the functions $\phi(t)$ and $\lambda(t, z)$ are restricted by the differential equations

$$
\begin{align*}
& 2 \ddot{\phi} / \phi+(\dot{\phi} / \phi)^{2}+\kappa p+k / \phi^{2}=0  \tag{12}\\
& \ddot{\lambda} \phi+\dot{\lambda} \dot{\phi}+\lambda \ddot{\phi}+\kappa p \lambda \phi=U(z)+k / 4 W(z) . \tag{13}
\end{align*}
$$

Proposition: The necessary and sufficient conditions for the comoving three-dimensional slices in a class II Szekeres model to be flat are $k=0, U(z)=0$.

Proof: It follows from a straightforward computation of the Ricci tensor. The sufficiency of the condition for some particular cases has been stated by Bonnor and Tomimura. ${ }^{5}$

In our case ( $k=0$ ), Eq. (12) reduces to Eq. (6). This suggests introducing again the auxiliary function $f(t)$, namely,

$$
\begin{equation*}
\phi(t)=(\dot{f})^{-1 / 3} \tag{14}
\end{equation*}
$$

so that we are led to the same expression (9) for $p(t)$ as in Sec. II. The general solution $\lambda(t, z)$ of the linear equation (13) in the case $U(z)=0, k=0$ is easily expressed in terms of $f(t)$ :

$$
\begin{equation*}
\lambda(t, z)=[A(z) f(t)+B(z)](\dot{f})^{-1 / 3} \tag{15}
\end{equation*}
$$

where $A$ and $B$ are arbitrary functions of $z$. Note that, allowing for the definitions of $\alpha$ and $\beta$ in (11), the arbitrary function $W(z)$ can be reabsorbed into $B(z)$ or vice versa.

We collect now our results into the following theorem.
Theorem: The general form of the metrics of class II Szekeres models admitting flat comoving slices can be expressed as in Eq. (1) with the following restrictions:

$$
\begin{align*}
& e^{\beta}=(\dot{f})^{-1 / 3}  \tag{16a}\\
& e^{\alpha}=\lambda(t, z)+[x a(z)+y b(z)](\dot{f})^{-1 / 3},  \tag{16b}\\
& \lambda(t, z)=[A(z) f(t)+B(z)](\dot{f})^{-1 / 3} \tag{16c}
\end{align*}
$$

where $A, B, a, b$, and $f$ are arbitrary functions of their arguments.

The expressions of the energy density and the kinematical quantities associated to the fluid motion corresponding to these metrics are given in Appendix B.

## IV. CONCLUSIONS

We have obtained the explicit form of the metrics of all Szekeres models admitting flat comoving slices, that is, the metrics that fulfill conditions (i)-(iii) as given in Sec. I.

The class I solutions given in (10) are a generalization of the Szafron solutions ${ }^{1}$ corresponding to

$$
\begin{align*}
& \kappa p=\frac{4}{3} q(1-q) t^{-2},  \tag{17}\\
& \phi(t, z)=\left[g(z) t^{1-q}+h(z) t^{q}\right]^{2 / 3}, \tag{18}
\end{align*}
$$

as can be seen by substituting $f(t)=t^{1-2 q}$ into Eq. (10). In the case $q=\frac{1}{2}$, however, we obtain a more general result, namely,

$$
\begin{equation*}
\phi(t, z)=[a(z)+b(z) \log (t)]^{2 / 3} t^{1 / 3} \tag{19}
\end{equation*}
$$

which is the complete solution of Eq. (6) with $p(t)$ given by (17) in the $q=\frac{1}{2}$ case.

Szafron and Wainwright ${ }^{6}$ have obtained explicit expressions for class II Szekeres models with a time dependence of the pressure as given in (17). The subset of their solutions corresponding to our case $U(z)=0[C(z)=0$ in their notation] is given by

$$
\begin{equation*}
\phi(t)=\left[C_{1} t^{1-q}+C_{2} t^{q}\right]^{2 / 3} \tag{20}
\end{equation*}
$$

where $C_{1}$ and $C_{2}$ are constants.
The geometrical properties of the whole class of Szekeres models, including an invariant classification of them, are given in Ref. 3. In the case of the solutions given in (10) and (16), their Killing structure can be obtained directly from the tables given in Refs. 1 and 6. The spherically symmetric case can then be seen to correspond to the class I metrics (10) with $A, B$, and $C$ constant. This case has been considered in a recent work ${ }^{7}$ as a generalization of the wellknown Tolman ( $k=0$ ) dust solutions. ${ }^{8}$
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## APPENDIX A: SOME RESULTS FOR CLASS I METRICS

We list here some results concerning metrics of class I [described by Eq. (10)]. Notation is the same as Sec. II. The energy density $\mu$ of the fluid is given by

$$
\begin{align*}
\kappa \mu= & \frac{1}{3} \dot{f}^{2}[(1 / \dot{f})+2 b / F] \\
& \times\left[(1 / \dot{f})+2\left(b^{\prime}+3 / 2 b v^{\prime}\right) /\left(F^{\prime}+3 / 2 F v^{\prime}\right)\right] \tag{A1}
\end{align*}
$$

where we have noted

$$
\begin{equation*}
F(t, z)=a(z)+b(z) f(t) \tag{A2}
\end{equation*}
$$

the pressure $p$ being defined by Eq. (9) in the text.
The expansion $\theta$ of the fluid is
$\theta=\dot{f}\left[(1 / \dot{f})^{\prime}+b / F+\left(b^{\prime}+3 / 2 b v^{\prime}\right) /\left(F^{\prime}+3 / 2 F v^{\prime}\right)\right]$
and the components of the shear tensor are

$$
\begin{align*}
\sigma_{x}^{x} & =\sigma_{y}^{y}=-\frac{1}{2} \sigma_{z}^{z} \\
& =\frac{1}{3} \dot{f}\left[b / F-\left(b^{\prime}+3 / 2 b v^{\prime}\right) /\left(F^{\prime}+3 / 2 F v^{\prime}\right)\right] \tag{A4}
\end{align*}
$$

## APPENDIX B: SOME RESULTS FOR CLASS II METRICS

We list here some results concerning metrics of class II [described by Eq. (16)]. Notation is the same as in Sec. III. In this case,

$$
\begin{equation*}
\kappa \mu=-\frac{1}{3} \ddot{f}[(1 / \dot{f}) \cdot+2 A(z) / H] \tag{B1}
\end{equation*}
$$

is the energy density, where we have noted
$H(t, x, y, z)=A(z) f(t)+B(z)+a(z) x+b(z) y$,
the pressure being defined by Eq. (9) in the text.
The expansion of the fluid is given by

$$
\theta=\dot{f}\left[(1 / \dot{f})^{\cdot}+A(z) / H\right]
$$

and the components of the shear tensor are

$$
\begin{equation*}
\frac{1}{2} \sigma_{z}^{z}=-\sigma_{x}^{x}=-\sigma_{y}^{y}=\frac{1}{3} \dot{f} A(z) / H \tag{B4}
\end{equation*}
$$
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#### Abstract

A spatially homogeneous Bianchi type $\mathrm{VI}_{0}$ model containing a viscous fluid in the presence of an axial magnetic field has been studied. A barotropic equation of state together with a pair of linear relations among the square root of matter density, shear scalar, and expansion scalar have been assumed. Solutions are obtained in the presence of a magnetic field, only in two special cases, which are comparatively easy. The complete solutions for this model in the absence of a magnetic field are also obtained. The presence of a magnetic field in the former case, however, does not in effect cause any major modification in the fundamental nature of the initial singularity of the expanding model.


## I. INTRODUCTION

The investigation of cosmological models in Einstein's theory usually chooses the energy momentum tensor of matter as that due to a perfect fluid. These models lead to an initial singular state. Of course, it is important to investigate more realistic models that take into account dissipative processes due to viscosity.

The first suggestion was investigated by Misner ${ }^{1}$ and he proposed that the neutrino viscosity acting in the early era might have considerably reduced the present anisotropy of the black-body radiation during the process of evolution. Murphy ${ }^{2}$ in 1973 showed that the bulk viscosity can push the initial singularity in Friedman universe to the infinite past but at the cost of violating the Hawking-Penrose energy conditions. Belinskii and Khalatnikov ${ }^{3}$ studied the behavior of anisotropic spatially homogeneous models with viscous fluid in the asymptotic limits. They assumed that the fluid viscosity coefficients could be expressed as power functions of the matter density. It was found by them that the dissipative mechanism due to the presence of viscosity not only modifies the nature of the initial big bang singularity, but also can account for the anomalously large entropy per baryon in the present day universe. Similar properties were shown by Banerjee, Duttachoudhury, and Sanyal ${ }^{4}$ by constructing particular Bianchi I models consisting of a viscous fluid. Other models with viscosity terms included in the stress energy tensor were constructed by Banerjee and Santos, ${ }^{5,6}$ Banerjee, Duttachoudhury, and Sanyal, ${ }^{7}$ Coley and Tupper, ${ }^{8,9}$ and Santos, Dias, and Banerjee. ${ }^{10}$ Also problems with axial magnetic fields in Bianchi I and III and Kan-towski-Sachs viscous fluid models were previously investigated by Banerjee and Sanyal. ${ }^{11}$ Though the recently developed theory of inflationary cosmology, ${ }^{12}$ using GUT, claims to have given a plausible explanation for the outstanding cosmological problems, such as the high degree of isotropy and large entropy per baryon in the present universe, the theory itself appears to be incomplete yet in many aspects. It is therefore worthwhile to investigate if the classical relativity theory is successful in dealing with the above problems by introducing dissipative phenomena in the matter content of the universe.

In this paper we proceed to investigate the Bianchi $\mathrm{VI}_{0}$
model filled with a viscous fluid characterized by both bulk and shear viscosities including a magnetic field in the axial direction. Evidently the task of obtaining exact solutions in a viscous fluid model becomes more difficult than the corresponding perfect fluid case, due to a larger number of unknown quantities to be determined. In this way, in the present paper we attempt to find exact solutions under the assumption that the ratio of the shear to expansion rate ( $\sigma$ / $\theta$ ) and the density to the square of the expansion ( $\rho / \theta^{2}$ ) were both constants. The perfect fluid solutions for the Bianchi II model with these assumptions were first obtained by Collins and Stewart. ${ }^{13}$

In Sec. II we consider Einstein's field equations for a Bianchi $\mathrm{VI}_{0}$ cosmological model and show the dynamical importance of matter density and shear scalar. The entropy variation is also explicitly stated.

In Sec. III we obtain two particular solutions in the presence of the magnetic field and complete solutions in the absence of it.

## II. EINSTEIN'S FIELD EQUATIONS AND SOME GENERAL RESULTS

The metric for the spatially homogeneous Bianchi $\mathrm{VI}_{0}$ space time is taken in the following form:

$$
\begin{equation*}
d s^{2}=-d t^{2}+e^{2 \alpha} d x^{2}+e^{2(\beta+m x)} d y^{2}+e^{2(\gamma-m x)} d z^{2}, \tag{2.1}
\end{equation*}
$$

where $\alpha, \beta$, and $\gamma$ are functions of time alone and $m$ is a constant. The energy momentum tensor for a viscous fluid is

$$
\begin{equation*}
T_{\mu}{ }^{\nu}=(\rho+\bar{p}) v_{\mu} v^{\nu}+\bar{p} \delta_{\mu}{ }^{\nu}-\eta U_{\mu}{ }^{\nu}, \tag{2.2}
\end{equation*}
$$

with

$$
\bar{p}=p-\left(\zeta-\frac{2}{3} \eta\right) v_{; \alpha}^{\alpha},
$$

and

$$
U_{\mu \nu}=v_{\mu ; \nu}+v_{v, \mu}+v_{\mu} v^{\beta} v_{\nu ; \beta}+v_{\nu} v^{\beta} v_{\mu ; \beta} .
$$

In the above $p$ is the thermodynamic pressure and $\eta$ and $\zeta$ are the shear viscosity and bulk viscosity coefficients, respectively. Here $v^{\mu}$ is the four-velocity vector so that $v_{\mu} v^{\mu}=-1$. Since there is a magnetic field along the $x$ direction, we have $F_{23}$ as the only nonvanishing component of the electromagnetic field tensor. From Maxwell's equation it can easily be
seen that $F_{23}=A$, where $A$ is a constant of integration. If we have for the stress energy tensor of electromagnetic field the expression

$$
E_{\mu}^{v}=(1 / 4 \pi)\left[F_{\mu \alpha} F^{v \alpha}-\frac{1}{4} \delta_{\mu}^{v} F_{\alpha \beta} F^{\alpha \beta}\right],
$$

the nonvanishing components are
$-E_{0}^{0}=-E_{1}^{1}=E_{2}^{2}=E_{3}^{3}=\left(A^{2} / 8 \pi\right) e^{2(\beta+\gamma)}$.
Einstein's field equations are (choosing $8 \pi G=C=1$ )

$$
\begin{equation*}
R_{\mu}^{v}-\frac{1}{2} \delta_{\mu}^{\nu} R=-\left(T_{\mu}^{v}+E_{\mu}^{v}\right) \tag{2.5}
\end{equation*}
$$

and in the comoving coordinates $v^{\mu}=\delta_{0}^{\mu}$. Thus in view of Eq. (2.5) and using Eqs. (2.1)-(2.4) we find the following equations:

$$
\begin{align*}
& \frac{g}{2} \dot{R}^{2} / R^{2}-\frac{1}{2}\left(\dot{\alpha}^{2}+\dot{\beta}^{2}+\dot{\gamma}^{2}\right)-m^{2} e^{-2 \alpha} \\
& \quad=+\left(A^{2} / 8 \pi\right) e^{-2(\beta+\gamma)},  \tag{2.6a}\\
& \ddot{\beta}+\ddot{\gamma}+\frac{3}{2}(\dot{R} / R)(\dot{\beta}+\dot{\gamma}-\dot{\alpha})+\frac{1}{2}\left(\dot{\alpha}^{2}+\dot{\beta}^{2}+\dot{\gamma}^{2}\right) \\
& \quad+m^{2} e^{-2 \alpha}=-(\bar{p}-2 \eta \dot{\alpha})+\left(A^{2} / 8 \pi\right) e^{-2(\beta+\gamma)}, \tag{2.6b}
\end{align*}
$$

$$
\begin{align*}
& \ddot{\gamma}+\ddot{\alpha}+\frac{3}{2}(\dot{R} / R)(\dot{\gamma}+\dot{\alpha}-\dot{\beta})+\frac{1}{2}\left(\dot{\alpha}^{2}+\dot{\beta}^{2}+\dot{\gamma}^{2}\right) \\
& \quad-m^{2} e^{-2 \alpha}=-(\bar{p}-2 \eta \dot{\beta})-\left(A^{2} / 8 \pi\right) e^{-2(\beta+\gamma)} \tag{2.6c}
\end{align*}
$$

$\ddot{\alpha}+\ddot{\beta}+\frac{3}{2}(\dot{R} / R)(\dot{\alpha}+\dot{\beta}-\dot{\gamma})+\frac{1}{2}\left(\dot{\alpha}^{2}+\dot{\beta}^{2}+\dot{\gamma}^{2}\right)$
$-m^{2} e^{-2 \alpha}=-(\bar{p}-2 \eta \dot{\gamma})-\left(A^{2} / 8 \pi\right) e^{-2(\beta+\gamma)}$,
and $\dot{\beta}-\dot{\gamma}=0$.
A dot represents time differentiation and $R$ stands for

$$
\begin{equation*}
R^{3}=\exp (\alpha+\beta+\gamma) \tag{2.7}
\end{equation*}
$$

In view of Eq. (2.6a) and with a suitable coordinate transformation we can have

$$
\begin{equation*}
\beta=\gamma \tag{2.8}
\end{equation*}
$$

Combining the field equations (2.6a)-(2.6d) and using Eq. (2.8), we get the following set of equations:
$\frac{1}{3} \theta^{2}-\rho-\sigma^{2}=m^{2} e^{-2 \alpha}+n^{2} e^{-4 \beta}$,
$\ddot{\beta}+(\theta+2 \eta) \dot{\beta}-(\rho-p) / 2-\frac{1}{2} 5 \theta-\frac{2}{3} \eta \theta=n^{2} e^{-4 \beta}$,
$\begin{aligned} \ddot{\beta}+ & (\theta+2 \eta) \dot{\beta}-(\rho+p)+\zeta \theta-\frac{2}{3} \eta \theta-\frac{1}{3} \theta^{2}-2 \sigma^{2}-\dot{\theta} \\ & =2 n^{2} e^{-4 \beta}\end{aligned}$

$$
\begin{equation*}
=2 n^{2} e^{-4 \beta} \tag{2.9c}
\end{equation*}
$$

Here we have used the relation (2.9a) to derive the other two. In the set of equations (2.9a)-(2.9c), $A^{2} / 8 \pi$ has been replaced by $n^{2}$. The expansion and the shear scalars $\theta$ and $\sigma^{2}$ are defined in the usual way:

$$
\begin{equation*}
\theta=v_{; \mu}^{\mu}=\dot{\alpha}+2 \dot{\beta} \tag{2.10}
\end{equation*}
$$

and

$$
\begin{equation*}
2 \sigma^{2}=\sigma_{\mu \nu} \sigma^{\mu \nu}=\dot{\alpha}^{2}+2 \dot{\beta}^{2}-\frac{1}{3} \theta^{2} \tag{2.11}
\end{equation*}
$$

where the shear tensor $\sigma_{\mu v}$ has the usual expression

$$
\begin{aligned}
\sigma_{\mu v}= & \frac{1}{2}\left(v_{\mu ; v}+v_{v ; \mu}\right)+\frac{1}{2}\left(v_{\mu} v^{\beta} v_{v ; \beta}+v_{v} v^{\beta} v_{\mu ; \beta}\right) \\
& +\frac{1}{3}\left(g_{\mu \nu}+v_{\mu} v_{v}\right) \theta .
\end{aligned}
$$

From Eqs. (2.9b) and (2.9c) we get

$$
\begin{equation*}
\dot{\theta}=-2 \sigma^{2}-\frac{1}{3} \theta^{2}-\frac{1}{2}[\rho+3(p-\xi \theta)]-n^{2} e^{-4 \beta}, \tag{2.12}
\end{equation*}
$$

and the divergence relation $\left(T^{\mu \nu}+E^{\mu \nu}\right)_{i v}=0$ yields

$$
\begin{equation*}
\dot{\rho}=-(\rho+p) \theta+\zeta \theta^{2}+4 \eta \sigma^{2} \tag{2.13}
\end{equation*}
$$

It is interesting to observe from Eq. (2.12) that for a contracting model (that is, for $\theta<0$ ) the time derivative for the expansion scalar $\theta$ is less than zero. It means that $\theta$ remains negative always and thus collapse cannot be halted for a physically reasonable fluid ( $\rho>0, p>0$ ). On the other hand, if the bulk viscosity $\zeta$ is very small and can be ignored, one has $\dot{\theta}<0$ independent of whether the model is expanding or contracting. Thus there may be a maximum but no minimum of the volume. One can easily verify that in both the cases $R_{\mu v} v^{\mu} v^{\nu}<0$, and thus Hawking's energy condition is satisfied.

Another relation showing the dynamical importance of matter density and shear scalars can be derived in view of the field equations (2.9a)-(2.9c) and also using Eqs. (2.12) and (2.13). This expression is explicitly given in the form

$$
\begin{align*}
\left(\rho / \theta^{2}\right)^{\cdot}= & -\left[\left(1 / \theta^{2}\right)\left(\sigma^{2}+m^{2} e^{-2 \alpha}+n^{2} e^{-4 \beta}\right)\right] \\
= & \left(\sigma^{2} / \theta^{2}\right)\left[3(\rho-p) \theta^{-1}+3 \zeta+4 \eta\right] \\
& +\left(m^{2} e^{-2 \alpha} / \theta^{2}\right)\left[3 \zeta-(\rho+3 p) \theta^{-1}\right] \\
& +\left(n^{2} e^{-4 \beta} / \theta^{2}\right)\left[3 \zeta+(\rho-3 p) \theta^{-1}\right] \tag{2.14}
\end{align*}
$$

From the definitions of $\theta$ and $\sigma$ given by Eqs. (2.10) and (2.11) it is possible to write

$$
\begin{equation*}
\sigma^{2}=\frac{1}{3} \theta^{2}-\dot{\beta}(2 \theta-3 \dot{\beta}) \tag{2.15}
\end{equation*}
$$

which in turn yields

$$
\begin{equation*}
\dot{\beta}=(\theta / 3 \pm \sigma / \sqrt{3}) \tag{2.16}
\end{equation*}
$$

Now differentiating Eq. (2.15) with respect to time and substituting $\ddot{\beta}$ from the field equation (2.9b) and $\dot{\beta}$ and $\dot{\theta}$ from Eqs. (2.16) and (2.12), respectively, one can finally obtain, after a little manipulation and utilizing (2.9a), the relation for shear dissipation in the form

$$
\begin{equation*}
\left(\sigma^{2}\right)^{\cdot}=-2(2 \eta+\theta)^{2} \pm(4 \sigma / \sqrt{3})\left(n^{2} e^{-4 \beta}-m^{2} e^{-2 \alpha}\right) \tag{2.17}
\end{equation*}
$$

Using Eq. (2.16) in the above relation it is possible to obtain further a very similar kind of relation

$$
\begin{align*}
\frac{\left(\sigma^{2} R^{6}\right)}{R^{6}}= & -4 \eta \sigma^{2}-n^{2} \frac{\left(e^{-4 \theta} R^{4}\right)}{R^{4}} \\
& -m^{2} \frac{\left(e^{-2 \alpha} R^{2}\right)}{R^{2}} \tag{2.18}
\end{align*}
$$

The relations (2.17) and (2.18) are generalizations of the corresponding equations derived for Bianchi I space-time in a previous communication. ${ }^{4}$ Further, as considered by $\mathrm{Be}-$ linskii and Khalatnikov, ${ }^{3}$ let the time derivative of the entropy density be

$$
\dot{\Sigma} / \Sigma=\dot{\rho} /(\rho+p)
$$

where $\Sigma$ is the entropy density. The total entropy can be defined as $s=R^{3} \Sigma$, the time derivative of which can be found in view of Eqs. (2.13) and the above one, as

$$
\begin{equation*}
\dot{s} / s=\left(\zeta \theta^{2}+4 \eta \sigma^{2}\right) /(\rho+p) \tag{2.19}
\end{equation*}
$$

Now, since $\rho+p>0$ and $\zeta>0, \eta>0$, so $\dot{s}>0$, which implies
that the total entropy will always increase with the change of proper time irrespective of any model (expanding or contracting).

## III. EXACT SOLUTIONS OF EINSTEIN'S FIELD EQUATIONS

We have obtained a set of three field equations [viz., (2.9a)-(2.9c)] with six unknown quantities (viz., $\alpha, \beta, \rho, p$, $\eta$, and $\zeta$ ) to be determined. So in order to obtain exact solutions of the field equations we consider three more physically reasonable equations: one is a barotropic equation of state between matter density and thermodynamic pressure and the other two are a pair of linear relations connecting matter density, expansion, and shear scalars. They are

$$
\begin{equation*}
p=\epsilon \rho, \quad \rho=C^{2} \theta^{2}, \quad \sigma^{2}=D^{2} \theta^{2} \tag{3.1}
\end{equation*}
$$

where $C$ and $D$ are two constant quantities. Hence the field equations (2.9a)-(2.9c) can now be written in view of Eqs. (2.10)-(2.13) and (3.1) as
$\left(\frac{1}{3}-C^{2}-D^{2}\right) \theta^{2}=m^{2} e^{-2 \alpha}+n^{2} e^{-4 \beta}$,
$\ddot{\beta}+(\theta+2 \eta) \dot{\beta}-[(1-\epsilon) / 2] C^{2} \theta^{2}-\frac{1}{2} \xi \theta-\frac{2}{3} \eta \theta$
$=n^{2} e^{-4 \beta}$,
$\ddot{\beta}+(\theta+2 \eta) \dot{\beta}-\left[\frac{1}{3}+(1+\epsilon) C^{2}+2 D^{2}\right] \theta^{2}-\xi \theta$

$$
\begin{equation*}
-\frac{2}{3} \eta \theta-\dot{\theta}=2 n^{2} e^{-4 \beta} \tag{3.2c}
\end{equation*}
$$

In view of Eqs. (2.16) and (3.1) we have

$$
\begin{equation*}
\dot{\beta}=\left(\frac{1}{3} \pm D / \sqrt{3}\right) \theta, \tag{3.3}
\end{equation*}
$$

which, when substituted in Eq. (2.10), gives us

$$
\begin{equation*}
\dot{\alpha}=\left(\frac{1}{3} \mp 2 D / \sqrt{3}\right) \theta . \tag{3.4}
\end{equation*}
$$

The above two equations [(3.3) and (3.4)] lead to the relation $\dot{\alpha}=a \dot{\beta}$, where $a=\left(\frac{1}{3} \mp 2 D / \sqrt{3}\right) /\left(\frac{1}{3} \pm D / \sqrt{3}\right)$, so that

$$
\begin{equation*}
e^{-2 \alpha}=b e^{-2 a \beta} \tag{3.5}
\end{equation*}
$$

In Eq. (3.5) $b$ is an integration constant of positive magnitude. Now in view of Eqs. (3.3) and (3.2a) we get

$$
\left(\frac{1}{3}-C^{2}-D^{2}\right) /\left(\frac{1}{3} \pm D / \sqrt{3}\right)^{2}=m^{2} b e^{-2 a \beta}+n^{2} e^{-4 \beta}
$$

which can be written as

$$
\begin{equation*}
\dot{\beta}=\left[C_{1} e^{-2 a \beta}+C_{2} e^{-4 \beta}\right]^{1 / 2} \tag{3.6}
\end{equation*}
$$

$C_{1}$ and $C_{2}$ being two constants. It is not difficult to show that both $C_{1}$ and $C_{2}$ are greater than zero. Writing $x$ for $e^{2 \beta}$, relation (3.6) can be integrated to yield

$$
\begin{equation*}
\frac{1}{2} \int \frac{d x}{\left[C_{1} x^{(2-a)}+C_{2}\right]^{1 / 2}}=t-t_{0} \tag{3.7}
\end{equation*}
$$

The explicit value for $x$ (that is, $e^{2 \beta}$ ) is obtainable upon choosing specific values for $a$. We consider here two special cases: $a=2$ and $a=0$. It is evident that the parameter $a$ cannot be unity because then from its definition $D=0$ or, in other words, the shear vanishes. When $a=2$, we have

$$
\begin{equation*}
x=e^{2 \beta}=2\left(C_{1}+C_{2}\right)^{1 / 2}\left(t-t_{0}\right)=C_{3}\left(t-t_{0}\right) \tag{3.8}
\end{equation*}
$$

where $C_{3}$ is a constant and is equal to $2\left(C_{1}+C_{2}\right)^{1 / 2}$. Thus from Eq. (3.5)

$$
\begin{equation*}
e^{2 \alpha}=(1 / b) e^{4 \beta} \tag{3.9}
\end{equation*}
$$

The expansion scalar $\theta=2 /\left(t-t_{0}\right)$ and the proper volume $R^{3}=e^{\alpha+2 \beta}=\left(C_{3}^{2} / \sqrt{b}\right)\left(t-t_{0}\right)^{2}$. From the above solutions, one can conclude that for such a model as $t \rightarrow t_{0}$, $R^{3}=0$, i.e., the proper volume vanishes, the expansion sca$\operatorname{lar} \theta \rightarrow \infty$, and in consequence $\rho \rightarrow \infty, \sigma^{2} \rightarrow \infty$. It is a point singularity. The magnetic field $B$ being proportional to $e^{-2 B}$ also increases to an indefinitely large value at the singularity. On the other hand as $t \rightarrow \infty$, we have $\theta \rightarrow 0, \sigma^{2} \rightarrow 0, \rho \rightarrow 0$, and $R^{3} \rightarrow \infty$. The second case is for $a=0$, when we have the integral

$$
\begin{equation*}
\frac{1}{2} \int \frac{d x}{\left(C_{1} x^{2}+C_{2}\right)^{1 / 2}}=t-t_{0} \tag{3.10}
\end{equation*}
$$

On integration we obtain, since $C_{2}>0$,

$$
\left(1 / 2 \sqrt{C_{1}}\right) \ln \left[x \sqrt{C_{1}}+\sqrt{C_{1} x^{2}+C_{2}}\right]=t-t_{0}
$$

so that the solution for $e^{2 \beta}$ is given by

$$
\begin{equation*}
x=e^{2 \beta}=\left(1 / 2 \sqrt{C_{1}}\right) e^{-2 \sqrt{C_{1}}\left(t-t_{0}\right)}\left[e^{4 \sqrt{C_{1}}\left(t-t_{0}\right)}-C_{2}\right] \tag{3.11}
\end{equation*}
$$

In this case $\alpha=$ const. Now as $t \rightarrow t_{1}$, such that

$$
e^{4 \sqrt{C_{t}}\left(t-t_{0}\right)}=C_{2}
$$

we have $e^{2 \beta} \rightarrow 0$, the proper volume $R^{3} \rightarrow 0, \theta \rightarrow \infty$, so that $\rho \rightarrow \infty, \sigma^{2} \rightarrow \infty$, and the magnetic field $B \rightarrow \infty$. On the other hand, as $t$ increases $e^{2 \beta}$ increases and approaches an infinitely large magnitude as $t \rightarrow \infty$. In this limit $\theta \rightarrow 2 \sqrt{C_{1}}$, that is, a finite magnitude so that the scalars like $\rho, \sigma^{2}$, etc. also remain finite.

Now, eliminating both $\zeta$ and $p$ from Eqs. (2.12) and (2.13) and using Eq. (3.1) the explicit expression for the shear viscosity coefficient can be obtained. This is given by

$$
\begin{align*}
\eta= & \left(1 / 2 D^{2}\right)\left[\left(C^{2}-\frac{1}{3}\right) \dot{\theta} / \theta-\frac{1}{3} \theta\left(2 D^{2}+\frac{1}{3}-C^{2}\right)\right. \\
& \left.-\frac{1}{3} n^{2} e^{-4 \beta} / \theta\right] \tag{3.12}
\end{align*}
$$

When the metric is known the exact magnitude of $\eta$ can be calculated independently of any equation of state relating density and pressure of the fluid. But the calculations for the bulk viscosity coefficient $\zeta$ involve pressure and therefore one has to know the pressure in order to write the final form of $\zeta$. Let us assume the barotropic equation of state $p=\epsilon \rho$, as considered earlier in Eq. (3.1), to be valid for the fluid under consideration. In this case the relation (2.13) yields

$$
\begin{align*}
\zeta=\frac{2}{3} & {\left[\dot{\theta} / \theta+\left(\frac{1}{3}+2 D^{2}+[(1+3) / 2] C^{2}\right) \theta\right.} \\
& \left.+n^{2} e^{-4 \beta} / \theta\right] \tag{3.13}
\end{align*}
$$

We now consider a more simple case where there is no magnetic field. Here one can obtain the exact solution for Bianchi type $\mathrm{VI}_{0}$ spatially homogeneous space-time filled with viscous fluid. Now since a magnetic field is absent, we have $n^{2}=0$ and from Eq. (3.2a) using (3.4) we obtain the equation

$$
\begin{equation*}
\left[\left(\frac{1}{3}-C^{2}-D^{2}\right) /\left(\frac{1}{3} \mp(2 / \sqrt{3}) D\right)^{2}\right] \dot{\alpha}^{2}=m^{2} e^{-2 \alpha} \tag{3.14}
\end{equation*}
$$

Integrating Eq. (3.14) and with a suitable time transformation we get the solutions for $\alpha$ and $\beta$ as

$$
\begin{equation*}
e^{\alpha}=t, \quad e^{\beta}=l_{0} t^{1 / a} \tag{3.15}
\end{equation*}
$$

where $a$ is the same constant as mentioned in Eq. (3.5) and $l_{0}$ is another integration constant. The proper volume and expansion scalars are given by

$$
\begin{equation*}
R^{3}=e^{\alpha+2 \beta}=l_{0} t^{(1+2 / a)} \tag{3.16}
\end{equation*}
$$

and

$$
\begin{equation*}
\theta=(1+2 / a) / t \tag{3.17}
\end{equation*}
$$

where $1+2 / a=\left(\frac{1}{3} \mp 2 D / \sqrt{3}\right)$.
From (3.17) it is evident that $\dot{\theta}$ is proportional to $\theta^{2}$ and further in this case $n^{2}=0$, so that the relations (3.12) and (3.13) lead us to the conclusion that both the shear and bulk viscosity coefficients are proportional to the expansion scalar $\theta$. This in turn suggests that these viscosity coefficients are linearly proportional to the square root of the matter density, i.e., $\eta=\eta_{0} \rho^{1 / 2}, \zeta=\zeta_{0} \rho^{1 / 2}$, with $\eta_{0}$ and $\zeta_{0}$ being constants. Now since $\frac{1}{3}-C^{2}-D^{2}>0$, we have $\left(\frac{1}{3} \pm D / \sqrt{3}\right)>0$, but $(1 \mp(2 / \sqrt{3}) D)$ may be greater than or less than zero depending on the magnitude of $D$. For an expanding case $\theta>0$ and one finds that $(1+2 / a)>0$, that is, $(1 \mp(2 / \sqrt{3}) D)>0$. In this case as $t \rightarrow 0$ we have the proper volume $R^{3} \rightarrow 0_{1}$ and the expansion scalar $\theta \rightarrow \infty$, so that the density $\rho$, shear $\sigma^{2}$, and the viscosity coefficients $\eta$ and $\zeta$ all approach infinitely large magnitudes. It represents a pointlike singularity, the model exploding from a singularity state and asymptotically approaching an infinite expansion stage at $t \rightarrow \infty$. In this limit $\rho, \sigma^{2}, \eta$, and $\zeta$ all vanish.

There is one particular case $[(1-2 D / \sqrt{3})]<0$ when the solution is different. Here $(1+2 / a)<0$ and so $\theta<0$. It represents a contracting model. When $t \rightarrow 0$, the model starts from an infinitely large volume ( $R^{3} \rightarrow \infty$ ), but since $e^{\alpha} \rightarrow 0$, $e^{\beta} \rightarrow \infty$, at this epoch we may say that the model is initially in the form of an infinite disk at the start of contraction. At $t \rightarrow \infty$ we get $R^{3} \rightarrow 0$, but now $e^{\alpha} \rightarrow \infty, e^{\beta} \rightarrow 0$, so that the singularity is in the form of a line. The peculiarity of this situation is that at this limit of zero volume the expansion scalar $\theta$ becomes vanishingly small, so that the density shear and the viscosity coefficients all vanish in this limit.

## IV. CONCLUSION

In the present paper we analyzed a Bianchi $\mathrm{VI}_{0}$ model with viscous fluid and in the presence of magnetic field in the axial direction. The viscous fluid is characterized by bulk and shear viscosities. We assumed that $\sigma^{2} / \theta^{2}=D^{2}$ is a constant and $\rho / \theta^{2}=C^{2}$ is also one. We obtained solutions for only two special cases in the presence of a magnetic field, which, however, do not change the nature of the singularity. In the absence of the magnetic field complete solutions were obtained. Here the viscosity coefficients $\eta$ and $\zeta$ are found to be power functions of the fluid density being proportional to $\rho^{1 / 2}$. In a particular case of the latter the model is a contracting one with a peculiar feature of the density, viscosity coefficients, shear, etc. all approaching negligible values in the limit of zero volume.
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#### Abstract

Previous work by the authors [B. M. Barker and R. F. O'Connell, Phys. Rev. D 12, 329 (1975); 14, 861 (1976); B. M. Barker, G. G. Byrd, and R. F. O'Connell, Astrophys. J. 305, 623 (1986); B. M. Barker and R. F. O'Connell, Gen. Relativ. Gravit. 18, 1055 (1986)] on the post-Newtonian (order $c^{-2}$ ) gravitational two-body problem with spin and parametrized postNewtonian parameters $\gamma$ and $\beta$ was concerned with the relative position $\mathbf{r}=\mathbf{r}_{1}-\mathbf{r}_{2}$. Here this work is completed by finding the individual positions $\mathbf{r}_{1}$ and $\mathbf{r}_{2}$, which is necessary for the interpretation of certain binary-system observations. First the center of inertia $\mathbf{r}_{C I}$ is found. This makes it possible to obtain the positions $r_{1}$ and $r_{2}$ and the center of mass $r_{C M}$ as a function of the relative position $r$, relative velocity $v$, and spin angular momenta $S^{(1)}$ and $S^{(2)}$ of the two bodies. Thus, if a solution $\mathbf{r}=\mathbf{r}(t)$ can be obtained, then solutions $\mathbf{r}_{1}=\mathbf{r}_{1}(t)$ and $\mathbf{r}_{2}=\mathbf{r}_{2}(t)$ can also be obtained. The final results are given in a very general coordinate system specified by four arbitrary dimensionless parameters. In particular, the spin-orbit potential energy terms $V_{S 1}$ and $V_{S 2}$ are given without going to a frame of reference where the total momentum is zero.


## I. INTRODUCTION

In our previous work ${ }^{1-4}$ involving equations of motion arising from the post-Newtonian gravitational two-body problem with spin, we were interested only in the relative position r. However, for some binary systems-such as the binary pulsar ${ }^{5,6}$ PSR $1913+16$-it is necessary to have equations of motion for the positions $\mathbf{r}_{1}$ and $\mathbf{r}_{2}$ in order to connect theory and observation. ${ }^{7-9}$ In Sec. II we define three coordinate systems. Our most general coordinates $r_{1}$ and $\mathbf{r}_{2}$ are related to the Einstein-Infeld-Hoffman (EIH) coordinates $\mathrm{r}_{E 1}$ and $\mathrm{r}_{E 2}$ by four arbitrary dimensionless parameters. In Sec. III we give the spin-orbit potential energy terms $V_{S 1}$ and $V_{S 2}$ in a frame of reference where the total momentum is not zero and include parametrized post-Newtonian (PPN) parameters $\gamma$ and $\beta$. In the Appendix, we give a more elaborate treatment of $V_{S 1}$ and $V_{S 2}$ for general relativity. In Sec. IV, we find the center of inertia $r_{C I}$ for our most general coordinate system and display the positions $r_{1}$ and $r_{2}$ and the center of mass $r_{C M}$ as a function of the relative position $r$, relative velocity $v$, and spin angular momenta $S^{(1)}$ and $\mathbf{S}^{(2)}$ of the two bodies. In Sec. V we present our conclusions.

## II. COORDINATE SYSTEMS

In this paper, we use coordinates $\mathbf{r}_{E N}, \mathbf{r}_{* N}$, and $\mathbf{r}_{N}$, where $N$ for body $N$ always equals 1 or 2 . The relative coordinates $\mathbf{r}_{E}, \mathbf{r}_{*}$, and $\mathbf{r}$ are given by
$\mathbf{r}_{E}=\mathbf{r}_{E 1}-\mathbf{r}_{E 2}, \quad \mathbf{r}_{*}=\mathbf{r}_{* 1}-\mathbf{r}_{* 2}, \quad \mathbf{r}=\mathbf{r}_{1}-\mathbf{r}_{2}$.
The $r_{* N}$ coordinates are related to the EIH coordinates ${ }^{1,2} \mathbf{r}_{E N}$ by the coordinate transformation ${ }^{10}$
$\mathbf{r}_{E N}=\mathbf{r}_{* N}+(-1)^{N} \alpha G\left[\left(1-a_{0}\right) m_{N}+a_{0} \frac{m_{1} m_{2}}{m_{N}}\right] \frac{\mathbf{r}_{*}}{c^{2} r_{*}}$,
(2.2)
where $\alpha$ and $a_{0}$ are arbitrary dimensionless parameters, $m_{N}$ is the mass of body $N, G$ is Newton's constant of gravitation, and $c$ is the speed of light. From Eqs. (2.1) and (2.2), we obtain ${ }^{1,2,10}$

$$
\begin{equation*}
\mathbf{r}_{E}=\mathbf{r}_{*}\left(1-\alpha G M / c^{2} r_{*}\right), \tag{2.3}
\end{equation*}
$$

where $M \equiv m_{1}+m_{2}$.
The $\mathbf{r}_{N}$ coordinates are related to the $\mathrm{r}_{*_{N}}$ coordinates by the coordinate transformation ${ }^{2}$

$$
\begin{equation*}
\mathbf{r}_{* N}=\mathbf{r}_{N}-\lambda_{N} \mathbf{v}_{N} \times \mathbf{S}^{(N)} / m_{N} c^{2} \tag{2.4}
\end{equation*}
$$

where $\lambda_{1}$ and $\lambda_{2}$ are arbitrary dimensionless parameters, $v_{N}$ is the velocity of body $N$, and $\mathbf{S}^{(N)}$ is the spin angular momentum of body $N$. From Eqs. (2.1) and (2.4), we obtain ${ }^{2}$

$$
\begin{equation*}
\mathbf{r}_{*}=\mathbf{r}+\sum_{N=1}^{2}(-1)^{N} \lambda_{N} \frac{\mathbf{v}_{N} \times \mathbf{S}^{(N)}}{m_{N} c^{2}} \tag{2.5}
\end{equation*}
$$

If we are in a frame of reference where the total momentum is equal to zero (i.e., center-of-mass system) then to first order $m_{1} \nabla_{1}+m_{2} \mathbf{v}_{2}=0$. We then obtain $\mathbf{v}_{N}=-(-1)^{N} \mu \mathbf{v} / m_{N}$, where $v=v_{1}-v_{2}$ and $\mu \equiv m_{1} m_{2} / M$. Using the above in Eqs. (2.4) and (2.5) we obtain, ${ }^{2}$ respectively (correct to the postNewtonian approximation),

$$
\begin{align*}
& \mathbf{r}_{* N}=\mathbf{r}_{N}+(-1)^{N} \lambda_{N} \frac{\mu \mathbf{v} \times \mathbf{S}^{(N)}}{m_{N}^{2} c^{2}}  \tag{2.6}\\
& \mathbf{r}_{*}=\mathbf{r}-\sum_{N=1}^{2} \lambda_{N} \frac{\mu \mathbf{v} \times \mathbf{S}^{(N)}}{m_{N}^{2} c^{2}} \tag{2.7}
\end{align*}
$$

To the same approximation, we also obtain

$$
\begin{align*}
\mathbf{r}_{E N}= & \mathbf{r}_{N}+(-1)^{N} \alpha G\left[\left(1-a_{0}\right) m_{N}+a_{0} \frac{m_{1} m_{2}}{m_{N}}\right] \frac{\mathbf{r}}{c^{2} r} \\
& +(-1)^{N} \lambda_{N} \frac{\mu \mathbf{v} \times \mathbf{S}^{(N)}}{m_{N}^{2} c^{2}}, \tag{2.8}
\end{align*}
$$

$$
\begin{equation*}
\mathbf{r}_{E}=\mathbf{r}\left(1-\alpha \frac{G M}{c^{2} r}\right)-\sum_{N=1}^{2} \lambda_{N} \frac{\mu \nabla \times \mathbf{S}^{(N)}}{m_{N}^{2} c^{2}} \tag{2.9}
\end{equation*}
$$

where Eqs. (2.8) and (2.9) hold only for center-of-mass system. Our most general coordinates $\mathbf{r}_{N}$ are, thus, related to the EIH coordinates $r_{E N}$ by the four arbitrary dimensionless parameters $\alpha, a_{0}, \lambda_{1}$, and $\lambda_{2}$ as given by Eq. (2.8).

The notation of Refs. 3 and 4 is consistent with this paper. The coordinates $\mathbf{r}_{E N}, \mathbf{r}_{* N}$, and $\mathbf{r}_{N}$ of this paper correspond to $\mathbf{r}_{\text {EIH, } \alpha \beta, N}, \mathbf{r}_{N}$, and $\mathbf{r}_{N(\lambda N)}$ of Ref. 2, respectively. The coordinates $\mathbf{r}_{E N}$ and $\mathbf{r}_{* N}$ of this paper correspond to $\mathbf{r}_{N B}$ and $\mathrm{r}_{N}$ of Ref. 10 (Sec. I and II), respectively, if the electromagnetic part of Ref. 10 is omitted. Reference 1 is all in EIH coordinates.

We also will be using coordinates for the center of mass $\mathbf{r}_{\mathrm{ECM}}, \mathbf{r}_{* C M}$, and $\mathbf{r}_{\mathrm{CM}}$, where

$$
\begin{align*}
& \mathbf{r}_{\mathrm{ECM}}=\sum_{N=1}^{2} \boldsymbol{v}_{N} \mathbf{r}_{E N}, \quad \mathbf{r}_{* \mathrm{CM}}=\sum_{N=1}^{2} \boldsymbol{v}_{N} \mathbf{r}_{* N},  \tag{2.10}\\
& \mathbf{r}_{\mathrm{CM}}=\sum_{N=1}^{2} \boldsymbol{v}_{N} \mathbf{r}_{N},
\end{align*}
$$

and where in general $v_{1}$ and $v_{2}$ can take any values such that $v_{1}+v_{2}=1$. However, in this paper we will always set $v_{N}=m_{N} / M$. Using Eqs. (2.2) and (2.10), we obtain

$$
\begin{equation*}
\mathbf{r}_{\mathrm{ECM}}=\mathbf{r}_{* \mathrm{CM}}-\alpha \boldsymbol{G}\left(1-a_{0}\right) \delta m \mathbf{r}_{*} / c^{2} r_{*} \tag{2.11}
\end{equation*}
$$

where $\delta m \equiv m_{1}-m_{2}$. Using Eqs. (2.6), (2.8), and (2.10), we obtain

$$
\begin{align*}
\mathbf{r}_{* \mathrm{CM}}= & \mathbf{r}_{\mathrm{CM}}+\sum_{N=1}^{2}(-1)^{N} \lambda_{N} \frac{\mu \mathbf{v} \times \mathbf{S}^{(N)}}{m_{N} M c^{2}}  \tag{2.12}\\
\mathbf{r}_{\mathrm{ECM}}= & \mathbf{r}_{\mathrm{CM}}-\alpha G\left(1-a_{0}\right) \delta m \frac{\mathbf{r}}{c^{2} r} \\
& +\sum_{N=1}^{2}(-1)^{N} \lambda_{N} \frac{\mu \mathbf{v} \times \mathbf{S}^{(N)}}{m_{N} M c^{2}} \tag{2.13}
\end{align*}
$$

where Eqs. (2.12) and (2.13) hold only for a center-of-mass system.

## III. SPIN-ORBIT TERMS

Cho and Dass ${ }^{11}$ have given the potential energy terms $V_{S 1}$ and $V_{S 2}$ for general relativity in EIH coordinates and in a frame of reference where the total momentum is not zero. Their results-derived from Schwinger's source theory ${ }^{12}$ are

$$
\begin{align*}
V_{S 1}= & \left(G m_{2} / c^{2} r_{E}^{3}\right) \\
& \times\left[\frac{3}{2} \mathbf{S}^{(1)} \cdot\left(\mathbf{r}_{E} \times \mathbf{v}_{E 1}\right)-2 \mathbf{S}^{(1)} \cdot\left(\mathbf{r}_{E} \times \mathbf{v}_{E 2}\right)\right],  \tag{3.1}\\
V_{S 2}= & \left(G m_{1} / c^{2} r_{E}^{3}\right) \\
& \times\left[-\frac{3}{2} \mathbf{S}^{(2)} \cdot\left(\mathbf{r}_{E} \times \mathbf{v}_{E 2}\right)+2 \mathbf{S}^{(2)} \cdot\left(\mathbf{r}_{E} \times \mathbf{v}_{E 1}\right)\right] \tag{3.2}
\end{align*}
$$

Using the time derivative Eq. (2.10), we can put Eqs. (3.1) and (3.2) in the form

$$
\begin{align*}
V_{S N}= & \frac{G \mu}{c^{2} r_{E}^{3}}\left(\frac{3}{2} \frac{m_{1} m_{2}}{m_{N}^{2}}+2\right) \mathbf{S}^{(N)} \cdot\left(\mathbf{r}_{E} \times \mathbf{v}_{E}\right) \\
& +(-1)^{N} \frac{G \mu}{c^{2} r_{E}^{3}}\left(\frac{M}{2 m_{N}}\right) \mathbf{S}^{(N)} \cdot\left(\mathbf{r}_{E} \times \mathbf{v}_{E C M}\right) \tag{3.3}
\end{align*}
$$

which is in agreement with the earlier general relativity results of Tulczyjew ${ }^{13}$ [see his Eq. (3.10) and his Errata] who derived them using an "improved" EIH formalism.

The generalization of Eq. (3.3) to include PPN parameters $\gamma$ and $\beta$ is

$$
\begin{align*}
V_{S N}= & \frac{G \mu}{c^{2} r_{E}^{3}}\left[\left(\gamma+\frac{1}{2}\right) \frac{m_{1} m_{2}}{m_{N}^{2}}+\gamma+1\right] \mathbf{S}^{(N)} \cdot\left(\mathbf{r}_{E} \times \mathbf{v}_{E}\right) \\
& +(-1)^{N} \frac{G \mu}{c^{2} r_{E}^{3}}\left(\frac{M}{2 m_{N}}\right) \mathbf{S}^{(N)} \cdot\left(\mathbf{r}_{E} \times \mathbf{v}_{E C M}\right) . \tag{3.4}
\end{align*}
$$

The $\gamma$ and $\beta$ dependence of the first term in Eq. (3.4)-it turns out to be independent of $\beta$--has been given by us ${ }^{2}$ previously and is consistent with the results of Börner, Ehlers, and Rudolph. ${ }^{14}$ The $V_{S N}$ term will contribute a term $-\partial V_{S N} / \partial v_{\mathrm{ECM}}$ to the total momentum $\mathbf{P}_{\mathrm{ECM}}$, where

$$
\begin{equation*}
-\frac{\partial V_{S N}}{\partial \mathbf{v}_{\mathrm{ECM}}}=(-1)^{N} \frac{G \mu}{c^{2} r_{E}^{3}}\left(\frac{M}{2 m_{N}}\right) \mathbf{r}_{E} \times \mathbf{S}^{(N)} \tag{3.5}
\end{equation*}
$$

The second term in Eq. (3.4) must be $\gamma$ (and $\beta$ ) independent so that its contribution to the total momentum will be $\gamma$ (and $\beta$ ) independent. We shall now explain why the total momentum $\mathbf{P}_{\mathrm{ECM}}$ must be independent of $\gamma$ (and $\beta$ ). Consider the $n$-body post-Newtonian Lagrangian with PPN parameters $\gamma$ and $\beta$ for (uncharged) point bodies (see Sec. IV C of Ref. 10). For this case ${ }^{10} \mathbf{P}_{\mathrm{ECM}}$ is independent of $\gamma$ (and $\beta$ ). Because our two spinning bodies can be considered to be made up of $n$-point bodies, the total momentum $\mathbf{P}_{\mathbf{E C M}}$ for the two spinning bodies must also be independent of $\gamma$ (and $\beta$ ).

## IV. CENTER OF INERTIA

Let us start in the $r_{* N}$ coordinate system where $\mathbf{r}_{* \mathrm{CI}}, \mathbf{v}_{* \mathrm{Cl}}$, and $\mathbf{a}_{* \mathrm{CI}}$ are the position, velocity, and acceleration, respectively, of the center of inertia, and where $\mathscr{B}_{*}$, $\mathbf{P}_{* C M}$, and $\mathbf{P}_{* N}$ are the total conserved energy, total conserved (canonical) momentum, and (canonical) momentum of body $N$, respectively. The center of inertia must satisfy the equation ${ }^{10,15,16}$

$$
\begin{equation*}
\frac{d}{d t}\left(\left(\mathscr{E}_{*} / c^{2}\right) \mathbf{r}_{* \mathrm{CI}}\right)=\mathbf{P}_{* \mathrm{CM}}=\mathbf{P}_{* 1}+\mathbf{P}_{* 2} \tag{4.1}
\end{equation*}
$$

from which it follows that $\left(\mathscr{C}_{*} / c^{2}\right) \mathbf{v}_{* C I}=P_{* C M}$ and $\mathbf{a}_{* \mathrm{Cl}}=0$.

In order to satisfy Eq. (4.1), we set

$$
\begin{equation*}
\mathscr{E}_{*} \mathbf{r}_{* \mathrm{CI}}=\sum_{N=1}^{2}\left[\mathscr{E}_{* N^{\prime}} \mathbf{r}_{* N}+(-1)^{N} \frac{\mu}{2 m_{N}} \mathbf{S}^{(N)} \times \mathbf{v}_{*}\right] \tag{4.2}
\end{equation*}
$$

where

$$
\begin{align*}
\mathscr{B}_{* N}= & m_{N} c^{2}+\frac{1}{2} m_{N} v_{* N}^{2} \\
& -\left[\frac{1}{2}-(-1)^{N} \alpha\left(1-a_{0}\right) \frac{\delta m}{\mu}\right] \frac{G m_{1} m_{2}}{r_{*}} . \tag{4.3}
\end{align*}
$$

We must also have

$$
\begin{align*}
\mathscr{E}_{*} & =\mathscr{C}_{* 1}+\mathscr{C}_{* 2} \\
& =M c^{2}+\sum_{N=1}^{N} \frac{1}{2} m_{N} v_{* N}^{2}-\frac{G m_{1} m_{2}}{r_{*}}, \tag{4.4}
\end{align*}
$$

which is in agreement with Eq. (4.3). The terms $m_{N} c^{2}$ in Eq. (4.3) and $M c^{2}$ in Eq. (4.4) must include rotational kinetic energy in order that these equations be accurate to the Newtonian approximation (i.e., order $c^{0}$ ). Thus we have

$$
\begin{align*}
& m_{N} c^{2}=\left(m_{0 N}+\frac{1}{2} \frac{I^{(N)} \omega^{(N) 2}}{c^{2}}\right) c^{2}  \tag{4.5}\\
& M c^{2}=\left(m_{1}+m_{2}\right) c^{2} \tag{4.6}
\end{align*}
$$

where $m_{0 N}, I^{(N)}$, and $\omega^{(N)}$ are the nonrotating rest mass, moment of inertia, and angular velocity, respectively, of body $N$. We deduced Eqs. (4.2) and (4.3) by using the results for nonrotating bodies given in Secs. IV B and IV C of Ref. 10 and then adding spin terms to Eq. (4.2) that are consistent with Eq. (3.5). The spin terms in Eq. (4.2) are consistent with Eq. (3.5) because

$$
\begin{align*}
\frac{d}{d t}[ & \left.(-1)^{N} \frac{\mu}{2 m_{N} c^{2}} \mathbf{S}^{(N)} \times \mathbf{v}_{*}\right] \\
& =(-1)^{N} \frac{G \mu M}{2 r_{*}^{3} m_{N} c^{2}} \mathbf{r}_{*} \times \mathbf{S}^{(N)} \tag{4.7}
\end{align*}
$$

In evaluating the left-hand side of Eq. (4.7) which is a postNewtonian term (i.e., of order $c^{-2}$ ), we have used $d \mathbf{S}^{(N)} /$ $d t=0$ and $a_{*}=-G M r_{*} / r_{*}^{3}$, which are correct to first order. The spin-orbit terms and Eq. (3.5) in Sec. III are of order $c^{-2}$ and, thus, to this order we can replace the $\mathbf{r}_{E N}$ coordinates with $\mathrm{r}_{* N}$ coordinates. It is an interesting fact ${ }^{10}$ that $\mathbf{P}_{* \mathrm{CM}}$ expressed in $\mathbf{r}_{* N}$ coordinates is explicitly independent of the parameters $\gamma$ and $\beta$ (and $\alpha$ if $a_{0}=1$ ). It should be noted that the post-Newtonian potential energy terms for the spin-spin interaction ${ }^{1-4} V_{S 1, S 2}$ and the Nordtvedt effect ${ }^{2-4,9}$ as well as the quadrupole moment interactions ${ }^{1,3,4}$ (small Newtonian terms and thus treated as if they were post-Newtonian terms from an order of magnitude point of view) $V_{Q 1}$ and $V_{Q^{2}}$ are velocity independent and hence will not contribute to $\mathbf{P}_{* \mathrm{CM}}$. We conclude that Eqs. (4.1)-(4.3) are still valid when these terms are included in the Lagrangian.

In the center-of-mass coordinate system $\mathbf{P}_{* \mathrm{CM}}=0$ and, thus, $\mathbf{r}_{* \mathrm{Cl}}=0$ and $\mathbf{r}_{* \mathrm{Cl}}$ is a constant. We shall now set $\mathbf{r}_{* \mathrm{CI}}=0$ and obtain from Eq. (4.2)

$$
\begin{equation*}
\sum_{N=1}^{2}\left[\mathscr{E}_{* N} \mathbf{r}_{* N}+(-1)^{N} \frac{\mu}{2 m_{N}} \mathbf{S}^{(N)} \times \mathbf{v}_{*}\right]=0 \tag{4.8}
\end{equation*}
$$

From Eq. (4.8), it follows (to post-Newtonian order) that $\mathbf{r}_{* 1}=-\frac{\mathscr{C}_{* 2}}{\mathscr{E}_{* 1}} \mathbf{r}_{* 2}-\frac{1}{m_{1} c^{2}} \sum_{N=1}^{2}(-1)^{N} \frac{\mu}{2 m_{N}} S^{(N)} \times \mathbf{v}_{*}$,
$\mathbf{r}_{* 2}=-\frac{\mathscr{C}_{* 1}}{\mathscr{C}_{* 2}} \mathbf{r}_{* 1}-\frac{1}{m_{2} c^{2}} \sum_{N=1}^{2}(-1)^{N} \frac{\mu}{2 m_{N}} \mathbf{S}^{(N)} \times \mathbf{v}_{*}$,
and thus

$$
\begin{align*}
\mathbf{r}_{*}= & -(-1)^{N}\left[\frac{\mathscr{B}_{*} \mathscr{E}_{* N}}{\mathscr{C}_{* 1} \mathscr{C}_{* 2}} \mathbf{r}_{* N}+\frac{m_{N}}{m_{1} m_{2} c^{2}}\right. \\
& \left.\times \sum_{N=1}^{2}(-1)^{N} \frac{\mu}{2 m_{N}} \mathbf{S}^{(N)} \times \mathbf{v}_{*}\right] \tag{4,11}
\end{align*}
$$

which can be inverted to give us

$$
\begin{align*}
\mathbf{r}_{* N}= & -(-1)^{N} \frac{\mathscr{C}_{* 1} \mathscr{E}_{* 2}}{\mathscr{C}_{*} \mathscr{B}_{* N}} \mathbf{r}-\frac{1}{M c^{2}} \\
& \times \sum_{N=1}^{2}(-1)^{N} \frac{\mu}{2 m_{N}} S^{(N)} \times v_{*} . \tag{4.12}
\end{align*}
$$

Because we are in center-of-mass system, we can use $v_{* N}$ $=-(-1)^{N} \mu \nabla_{*} / m_{N}$ in Eqs. (4.4) and (4.3) to obtain, respectively,

$$
\begin{align*}
\mathscr{C}_{*}= & M c^{2}+\frac{1}{2} \mu v_{*}^{2}-G M \mu / r_{*}  \tag{4.13}\\
\mathscr{E}_{* N}= & m_{N} c^{2}+\frac{1}{2} \mu^{2} v_{*}^{2} / m_{N} \\
& \quad-\left[\frac{1}{2}-(-1)^{N} \alpha\left(1-a_{0}\right) \delta m / \mu\right] G m_{1} m_{2} / r_{*} \tag{4.14}
\end{align*}
$$

Inverting Eq. (2.10) we obtain

$$
\begin{equation*}
\mathbf{r}_{* N}=-(-1)^{N}\left(m_{1} m_{2} / M m_{N}\right) \mathbf{r}_{*}+\mathbf{r}_{* \mathrm{CM}} \tag{4.15}
\end{equation*}
$$

Using Eqs. (4.13) and (4.14) in (4.12) and comparing the result with Eq. (4.15), we obtain (to the post-Newtonian approximation)

$$
\begin{align*}
\mathbf{r}_{* \mathrm{CM}}= & \frac{\mu \delta m}{2 M^{2} c^{2}}\left[v_{*}^{2}-\frac{G M}{r_{*}}+\frac{2 \alpha\left(1-a_{0}\right) G M^{2}}{\mu r_{*}}\right] \mathbf{r}_{*} \\
& -\frac{1}{M c^{2}} \sum_{N=1}^{2}(-1)^{N} \frac{\mu}{2 m_{N}} \mathbf{S}^{(N)} \times \mathbf{v}_{*} \cdot \tag{4.16}
\end{align*}
$$

The masses $M$ and $m_{N}$ in the first terms (terms of order $c^{2}$ ) in Eqs. (4.13) and (4.14), respectively, are given by Eqs. (4.5) and (4.6) and the same must be true for the masses in the first term of Eq. (4.15) (i.e., for the masses in $v_{N}=m_{N} /$ $M$ ) if Eq. (4.16) is to be correct.

The EIH coordinate versions of Eqs. (4.15) and (4.16) are given by setting $\alpha=0$. We obtain

$$
\begin{align*}
\mathbf{r}_{E N}= & -(-1)^{N}\left(m_{1} m_{2} / M m_{N}\right) \mathbf{r}_{E}+\mathbf{r}_{\mathrm{ECM}}  \tag{4.17}\\
\mathbf{r}_{E C M}= & \frac{\mu \delta m}{2 M^{2} c^{2}}\left[v_{E}^{2}-\frac{G M}{r_{E}}\right] \mathbf{r}_{E} \\
& -\frac{1}{M c^{2}} \sum_{N=1}^{2}(-1)^{N} \frac{\mu}{2 m_{N}} \mathbf{S}^{(N)} \times \mathbf{v}_{E} \tag{4.18}
\end{align*}
$$

The above with $\mathbf{S}^{(N)}=0$ (the result for nonrotating bodies) has been given by Wagoner and Will. ${ }^{7}$ Using Eqs. (2.11) and (4.18), we can regain Eq. (4.16) correct to the post-Newtonian approximation.

Let us next consider our most general coordinate system, the $\mathbf{r}_{N}$ coordinate system. Inverting Eq. (2.10) and combining Eqs. (2.12) and (4.16), we obtain (to the postNewtonian approximation)

$$
\begin{align*}
\mathbf{r}_{N}= & -(-1)^{N} \frac{m_{1} m_{2}}{M m_{N}} \mathbf{r}+\mathbf{r}_{\mathrm{CM}}  \tag{4.19}\\
\mathbf{r}_{\mathrm{CM}}= & \frac{\mu \delta m}{2 M^{2} c^{2}}\left[v^{2}-\frac{G M}{r}+\frac{2 \alpha\left(1-a_{0}\right) G M^{2}}{\mu r}\right] \mathbf{r} \\
& -\frac{1}{M c^{2}} \sum_{N=1}^{N}(-1)^{N}\left(\frac{\mu}{2 m_{N}}\right)\left(1-2 \lambda_{N}\right) \mathbf{S}^{(N)} \times \mathbf{v} \tag{4.20}
\end{align*}
$$

where the above are valid in the center-of-mass coordinate system where the total momentum is zero. Tulczyjew ${ }^{13}$ [see his Eq. (3.14) and his Errata] has given an EIH coordinate
system version (i.e., $\alpha$ and $\lambda_{N}$ are zero) of our Eq. (4.20). If we start with a Lagrangian in the $\mathbf{r}_{* N}$ coordinate system and make the coordinate transformation of Eq. (2.4) to the $\mathbf{r}_{N}$ coordinate system, we will obtain an acceleration-dependent Lagrangian. ${ }^{4}$ To obtain this acceleration-dependent Lagrangian start with the Lagrangian in the $\mathbf{r}_{* N}$ coordinate system, replace $\mathbf{r}_{* N}$ by $\mathbf{r}_{N}$ and $\mathbf{v}_{* N}$ by $\mathbf{v}_{N}$, and then add the terms $-V_{\lambda 1}$ and $-V_{\lambda 2}$, where

$$
\begin{equation*}
V_{\lambda N}=-\frac{\lambda_{N}}{m_{N} c^{2}} \mathbf{S}^{(N)} \cdot\left\{\left[\mathbf{a}_{N}-(-1)^{N} \frac{G m_{1} m_{2}}{r^{3} m_{N}} \mathbf{r}\right] \times m_{N} \mathbf{v}_{N}\right\} \tag{4.21}
\end{equation*}
$$

The center of inertia must then satisfy the equation ${ }^{16}$

$$
\begin{equation*}
\frac{d}{d t}\left(\frac{\mathscr{E}}{c^{2}} \mathbf{r}_{\mathrm{CI}}\right)=\boldsymbol{\Pi}_{1}+\boldsymbol{\Pi}_{2} \tag{4.22}
\end{equation*}
$$

where

$$
\begin{equation*}
\Pi_{N}=\frac{\partial \mathscr{L}}{\partial \mathrm{v}_{N}}-\frac{d}{d t}\left(\frac{\partial \mathscr{L}}{\partial \mathbf{a}_{N}}\right) \tag{4.23}
\end{equation*}
$$

and it follows from Eq. (4.22) that $\left(\mathscr{E} / c^{2}\right) v_{C I}=\Pi_{1}+\Pi_{2}$ and $\mathbf{v}_{\mathbf{C I}}$ is a constant. In order to satisfy Eq. (4.22), we set

$$
\begin{align*}
\mathscr{E} \mathbf{r}_{\mathrm{CI}}= & \sum_{N=1}^{2}\left[\mathscr{E}_{N} \mathbf{r}_{N}+(-1)^{N}\right. \\
& \left.\times\left(\frac{\mu}{2 m_{N}}\right)\left(1-2 \lambda_{N}\right) \mathbf{S}^{(N)} \times \mathbf{v}\right] \tag{4.24}
\end{align*}
$$

where $\mathscr{E}=\mathscr{E}_{1}+\mathscr{E}_{2}$ and

$$
\mathscr{E}_{N}=m_{N} c^{2}+\frac{1}{2} m_{N} v_{N}^{2}
$$

$$
\begin{equation*}
-\left[\frac{1}{2}-(-1)^{N} \alpha\left(1-a_{0}\right) \delta m / \mu\right] G m_{1} m_{2} / r \tag{4.25}
\end{equation*}
$$

It should be noted that we could also add the constant terms $K_{1} \mathbf{S}^{(1)} \times \mathbf{v}_{\mathrm{CM}}$ and $K_{2} \mathbf{S}^{(2)} \times \mathbf{v}_{\mathrm{CM}}$, where $K_{1}$ and $K_{2}$ are arbitrary dimensionless constants, to the right-hand side of Eq. (4.24) and also to the right-hand side of Eq. (4.2). This would not alter our other results because we use Eqs. (4.2) and (4.24) in a frame of reference where $v_{\mathrm{CM}}$ is zero. We can also obtain Eqs. (4.24) and (4.25) by noting that these results are exactly what is needed to obtain Eq. (4.20). This can easily be seen by comparing Eqs. (4.2), (4.3), and (4.16) with Eqs. (4.24), (4.25), and (4.20), respectively.

The spin supplementary condition ${ }^{2,17}$ of Price ${ }^{18}$ and of Newton and Wigner ${ }^{19}$ corresponds to setting $\lambda_{N}$ equal to zero and has the advantage that the Langrangian will have no acceleration-dependent spin terms. ${ }^{4}$ The spin supplementary condition ${ }^{2,17}$ of Corinaldesi-Papapetrou ${ }^{20}$ corresponds to setting $\lambda_{N}=\frac{1}{2}$ and has the advantage that Eqs. (4.20) and (4.24) will have no spin-dependent terms. The spin supplementary condition ${ }^{2,17}$ of Pirani ${ }^{21}$ corresponds to setting $\lambda_{N}=-\frac{1}{2}$ and has the advantage that the equations of motion take on a particularly simple form. The equations of motion can be written as
$\mathbf{a}_{N}-(-1)^{N} G m_{P} \mathbf{r} / r^{3}$
$=$ SPIN-INDEPENDENT TERMS

+ SPIN TERMS + SPIN-SPIN TERMS
+ QUADRUPOLE MOMENT TERMS, (4.26)
where the SPIN TERMS, which depend on $\lambda_{1}$ and $\lambda_{2}$, are given by

$$
\begin{align*}
\text { SPIN TERMS }= & \frac{G m_{P}}{m_{N} c^{2} r^{3}}\left[(2 \gamma+1) \mathbf{S}^{(N)} \times \mathbf{v}_{N}-\left(2 \gamma+\frac{3}{2}+\lambda_{N}\right) \mathbf{S}^{(N)} \times \mathbf{v}_{P}+\left(3 \gamma+\frac{3}{2}-3 \lambda_{N}\right) \frac{\mathbf{S}^{(N)} \cdot\left(\mathbf{r} \times \mathbf{v}_{N}\right)}{r^{2}} \mathbf{r}\right. \\
& \left.-(3 \gamma+3) \frac{\mathbf{S}^{(N)} \cdot\left(\mathbf{r} \times \mathbf{v}_{P}\right)}{r^{2}} \mathbf{r}+(-1)^{N}\left(3 \gamma+\frac{3}{2}+3 \lambda_{N}\right) \frac{\mathbf{v} \cdot \mathbf{r}}{r^{2}} \mathbf{S}^{(N)} \times \mathbf{r}\right] \\
& +\frac{G}{c^{2} r^{3}}\left[(2 \gamma+2) \mathbf{S}^{(P)} \times \mathbf{v}_{N}+\left(\lambda_{P}-2 \gamma-\frac{3}{2}\right) \mathbf{S}^{(P)} \times \mathbf{v}_{P}+\left(3 \lambda_{P}-3 \gamma-\frac{3}{2}\right) \frac{\mathbf{S}^{(P)} \cdot\left(\mathbf{r} \times \mathbf{v}_{P}\right)}{r^{2}} \mathbf{r}\right. \\
& \left.+(3 \gamma+3) \frac{\mathbf{S}^{(P)} \cdot\left(\mathbf{r} \times \mathbf{v}_{N}\right)}{r^{2}} \mathbf{r}+(-1)^{N}(3 \gamma+3) \frac{\mathbf{v} \cdot \mathbf{r}}{r^{2}} \mathbf{S}^{(P)} \times \mathbf{r}\right] \tag{4.27}
\end{align*}
$$

and where $P \equiv 3-N$. If one now sets $\lambda_{1}=\lambda_{2}=-\frac{1}{2}$, the above can be put in the form

## SPIN TERMS

$$
\begin{align*}
= & \frac{G m_{P}}{m_{N} c^{2} r^{3}}(-1)^{P}\left[(2 \gamma+1) \mathbf{S}^{(N)} \times \mathbf{v}+(3 \gamma+3)\right. \\
& \left.\times \frac{\mathbf{S}^{(N)}(\mathbf{r} \times \mathbf{v})}{r^{2}} \mathbf{r}-3 \gamma \frac{\mathbf{v} \cdot \mathbf{r}}{r^{2}} \mathbf{S}^{(N)} \times \mathbf{r}\right] \\
& +\frac{G}{c^{2} r^{3}}(-1)^{P}\left[(2 \gamma+2) \mathbf{S}^{(P)} \times \mathbf{v}+(3 \gamma+3)\right. \\
& \left.\times \frac{\mathbf{S}^{(P)}(\mathbf{r} \times \mathbf{v})}{r^{2}} \mathbf{r}-(3 \gamma+3) \frac{\mathbf{v} \cdot \mathbf{r}}{r^{2}} \mathbf{S}^{(P)} \times \mathbf{r}\right] \tag{4.28}
\end{align*}
$$

It should be noted that Eqs. (4.26)-(4.28) are correct for a non-center-of-mass coordinate system and that Eq. (4.28) takes on the identical form in a center-of-mass coordinate system where $\mathbf{v}_{\mathrm{CM}}$ is zero (to first order). If one sets $\gamma=1$ and uses the vector identity

$$
\begin{align*}
& (\mathbf{r} \times \mathbf{v}) \mathbf{S}^{(N)} \cdot \mathbf{r} \\
& \quad \equiv\left[\mathbf{S}^{(N)} \cdot(\mathbf{r} \times \mathbf{v})\right] \mathbf{r}+\left(\mathbf{S}^{(N)} \times \mathbf{v}\right) r^{2}-(\mathbf{v} \cdot \mathbf{r})\left(\mathbf{S}^{(N)} \times \mathbf{r}\right), \tag{4.29}
\end{align*}
$$

and the center-of-mass system relation $\mathbf{v}_{N}=-(-1)^{N}$ $\times \mu \mathrm{v} / m_{N}$ in Eq. (4.28) one can put this equation into the form of the center-of-mass general relativity result of D'Eath $^{22}$ [see his Eq. (6.7)].

## V. CONCLUSIONS

We completed the solution to the post-Newtonian gravitational two-body problem with spin and PPN parameters $\gamma$ and $\beta$ by giving [see Eqs. (4.19) and (4.20)] the positions $r_{1}$ and $\mathbf{r}_{2}$ and the center of mass $\mathbf{r}_{\mathrm{CM}}$ of the two bodies as a function of the relative position $\mathbf{r}$, relative velocity $\mathbf{v}$, and spin angular momenta $S^{(1)}$ and $S^{(2)}$ of the two bodies. Thus, if we have a solution $\mathbf{r}=\mathbf{r}(t)$, correct to the post-Newtonian approximation, we also have solutions $r_{1}=r_{1}(t)$ and $\mathbf{r}_{2}=\mathbf{r}_{2}(t)$, correct to the post-Newtonian approximation. For coordinate systems [see Eq. (2.8)] where $\alpha \neq 0$ and $a_{0} \neq 1$, the position $\mathrm{r}_{\mathrm{CM}}$ has a nonzero term $2 \alpha\left(1-a_{0}\right)$ $\times G M^{2} / \mu r$ inside the square bracket of Eq. (4.20) that is due to the potential energy term $-G m_{1} m_{2} / r$ not being split ${ }^{10}$ equally between $\mathscr{E}_{1}$ and $\mathscr{E}_{2}$ of Eq. (4.25). Clearly Eqs. (4.19), (4.20), (4.24), and (4.25) remain valid if the potential energy terms for the spin-spin interaction ${ }^{1-4} V_{S 1, S 2}$ and the Nordtvedt effect ${ }^{2-4,9}$ as well as the quadrupole moment interactions ${ }^{1,3,4} V_{Q 1}$ and $V_{Q 2}$ (which are all velocity and acceleration independent and hence will not contribute to the total momentum $\Pi_{1}+\Pi_{2}$ ) are included in the Lagrangian.

In the Appendix, we gave a quantum field theory derivation of the spin-orbit potential energy terms $V_{S 1}$ and $V_{S 2}$ for general relativity in a frame of reference where the total momentum was not zero and our results were in agreement with those derived by Cho and Dass ${ }^{11}$ from Schwinger's source theory ${ }^{12}$ and those derived by Tulczyjew ${ }^{13}$ using an "improved" EIH formalism. In Sec. III, we included PPN parameters $\gamma$ and $\beta$ in the spin-orbit potential energy terms and concluded that the second term in Eq. (3.4) had to be independent of $\gamma$ and $\beta$.

## APPENDIX: FIELD THEORY DERIVATION OF $\boldsymbol{V}_{\boldsymbol{s}_{1}}$ AND $V_{S 2}$

In this Appendix, we shall give a quantum field theory derivation of the spin-orbit potential energy terms $V_{S 1}$ and $V_{S 2}$ of Eqs. (3.1) and (3.2), respectively, for general relativity in a frame of reference where the total momentum is not zero. Let us consider the one-graviton exchange interaction between a spin $-\frac{1}{2}$ particle of mass $m_{1}$ and a spin- 0 particle of mass $m_{2}$. Let the initial and final propagation four-vectors for the spin- $\frac{1}{2}$ particle be $p_{\mu}$ and $p_{\mu}^{\prime}$, respectively, and those for the spin- 0 particle be $q_{\mu}$ and $q_{\mu}^{\prime}$, respectively. We also have

$$
\begin{align*}
& \mathbf{P}_{1}=\hbar \mathbf{p}, \quad E_{1}=c \hbar p_{0}, \quad \lambda_{1}=m_{1} c / \hbar  \tag{A1}\\
& p^{2}=\mathbf{p}^{2}-p_{0}^{2}=-\lambda_{1}^{2} \\
& \mathbf{P}_{2}=\hbar \mathbf{q}, \quad E_{2}=c \hbar q_{0}, \quad \lambda_{2}=m_{2} c / \hbar  \tag{A2}\\
& q^{2}=\mathbf{q}^{2}-q_{0}^{2}=-\lambda_{2}^{2}
\end{align*}
$$

where $\mathbf{P}_{N}$ and $E_{N}$ are the momentum and energy, respectively, of particle $N$ and $\hbar$ is Planck's constant divided by $2 \pi$. Note that the $\lambda_{1}$ and $\lambda_{2}$ of this Appendix are not the same quantities as the $\lambda_{1}$ and $\lambda_{2}$ used in the rest of this paper.

The graviton coupling constant $\kappa$ is related to Newton's constant of gravitation $G$ and the speed of light $c$ by the relation

$$
\begin{equation*}
\kappa^{2}=16 \pi G / c^{4} \tag{A3}
\end{equation*}
$$

Let $\psi$ be a spin- $\frac{1}{2}$ field with mass $m_{1}$ and $U_{0}$ be a spin-0 field with mass $m_{2}$. The interaction terms (using ordered prod$u^{\prime}$ cts $^{23}$ ) with the graviton field $h_{\mu \nu}$ are ${ }^{24,25}$ (to order $\kappa$ )

$$
\begin{align*}
: L_{\mathrm{int}}:= & -\frac{1}{8} \kappa c \hbar:\left[\bar{\psi} \gamma_{\mu} \frac{\partial \psi}{\partial x_{v}}+\bar{\psi} \gamma_{\nu} \frac{\partial \psi}{\partial x_{\mu}}-\frac{\partial \bar{\psi}}{\partial x_{\nu}} \gamma_{\mu} \psi-\frac{\partial \bar{\psi}}{\partial x_{\mu}} \gamma_{\nu} \psi\right] h_{\mu \nu}: \\
& -\frac{1}{2} \kappa:\left[\frac{\partial U_{0}}{\partial x_{\mu}} \frac{\partial U_{0}}{\partial x_{v}}-\frac{\delta_{\mu v}}{2} \frac{\partial U_{0}}{\partial x_{\rho}} \frac{\partial U_{0}}{\partial x_{p}}-\frac{\delta_{\mu \nu}}{2} \lambda_{2}^{2} U_{0}^{2}\right] h_{\mu \nu}: \tag{A4}
\end{align*}
$$

and the contractions are ${ }^{24,25}$

$$
\begin{align*}
& h_{\mu \nu}^{\cdot}(x) h_{i \rho}^{\cdot}\left(x^{\prime}\right) \\
& \quad=-i c \hbar\left(\delta_{\mu \lambda} \delta_{\nu \rho}+\delta_{\mu \rho} \delta_{v \lambda}-\delta_{\mu \nu} \delta_{\lambda \rho}\right) D_{F}\left(x-x^{\prime}\right) \tag{A5}
\end{align*}
$$

where

$$
\begin{equation*}
D_{F}\left(x-x^{\prime}\right)=\lim _{\epsilon \rightarrow+0} \frac{1}{(2 \pi)^{4}} \int d k e^{i k\left(x-x^{\prime}\right)} \frac{1}{k^{2}-i \epsilon} \tag{A6}
\end{equation*}
$$

We also have ${ }^{23}$
$S_{2}=\frac{-1}{2 c^{2} \hbar^{2}} \int d x \int d x^{\prime} T\left[: H_{\mathrm{int}}(x):: H_{\mathrm{int}}\left(x^{\prime}\right):\right]$,
where $: H_{\text {int }}:$ may be replaced ${ }^{23,26}$ by $-: L_{\text {int }}$ : .
Using Eqs. (A4) in (A7), we obtain

$$
\begin{align*}
S_{2}= & \frac{-\kappa^{2}}{16 c \hbar} \int d x \int d x^{\prime}:\left[\bar{\psi}(x) \gamma_{\mu} \frac{\partial \psi(x)}{\partial x_{\nu}}+\bar{\psi}(x) \gamma_{v} \frac{\partial \psi(x)}{\partial x_{\mu}}\right. \\
& \left.-\frac{\partial \bar{\psi}(x)}{\partial x_{v}} \gamma_{\mu} \psi(x)-\frac{\partial \bar{\psi}(x)}{\partial x_{\mu}} \gamma_{\nu} \psi(x)\right] h_{\mu v}^{\prime}(x) \\
& \times\left[\frac{\partial U_{0}\left(x^{\prime}\right)}{\partial x_{\alpha}^{\prime}} \frac{\partial U_{0}\left(x^{\prime}\right)}{\partial x_{\beta}^{\prime}}-\frac{\delta_{\alpha \beta}}{2} \frac{\partial U_{0}\left(x^{\prime}\right)}{\partial x_{\lambda}^{\prime}} \frac{\partial U_{0}\left(x^{\prime}\right)}{\partial x_{\lambda}^{\prime}}\right. \\
& \left.-\frac{\delta_{\alpha \beta}}{2} \lambda_{2}^{2} U_{0}\left(x^{\prime}\right) U_{0}\left(x^{\prime}\right)\right] h_{\alpha \beta}^{\prime}\left(x^{\prime}\right): \tag{A8}
\end{align*}
$$

Using Eqs. (A5) and (A6) along with

$$
\begin{align*}
\psi(x)= & (1 / V)^{1 / 2} \psi^{+}(\mathbf{p}) e^{i p x}  \tag{A9}\\
\bar{\psi}(x)= & (1 / V)^{1 / 2} \bar{\psi}^{-}\left(\mathbf{p}^{\prime}\right) e^{-i p^{\prime} x}  \tag{A10}\\
U_{0}\left(x^{\prime}\right)= & \left(c \hbar / 2 q_{0} V\right)^{1 / 2} a(\mathbf{q}) e^{i q x^{\prime}} \\
& \quad+\left(c \hbar / 2 q_{0}^{\prime} V\right)^{1 / 2} a^{*}\left(\mathbf{q}^{\prime}\right) e^{-i q^{\prime} x^{\prime}} \tag{A11}
\end{align*}
$$

in Eq. (A8), we find

$$
\begin{align*}
S_{2}= & \frac{i c h \kappa^{2}(2 \pi)^{4}}{4 V^{2}\left(q_{0}^{\prime} q_{0}\right)^{1 / 2}} \delta\left(p-p^{\prime}+q-q^{\prime}\right) \\
& \times \frac{1}{\left(p^{\prime}-p\right)^{2}}:\left[-\lambda_{1} \lambda_{2}^{2} \bar{\psi}^{-}\left(\mathbf{p}^{\prime}\right) \psi^{+}(\mathbf{p})\right. \\
& +\frac{1}{4}\left(p+p^{\prime}\right)\left(q+q^{\prime}\right) \bar{\psi}^{-}\left(\mathbf{p}^{\prime}\right) \\
& \left.\times i\left(q+q^{\prime}\right) \gamma \psi^{+}(\mathbf{p})\right] a^{*}\left(\mathbf{q}^{\prime}\right) a(\mathbf{q}): \tag{A12}
\end{align*}
$$

where $V$ is a volume factor, and only the appropriate terms in the Fourier expansion have been included on the right-hand side of Eqs. (A9), (A10), and (A11).

The quantity $V(\mathbf{k})$, correct to first order in $G$, is defined in terms of the second-order $S$ matrix as ${ }^{23}$

$$
\begin{align*}
S_{2}= & \left(-i / c \hbar V^{2}\right)(2 \pi)^{4} \delta\left(p+q-p^{\prime}-q^{\prime}\right) \\
& \times \psi_{L}^{*-}\left(\mathbf{p}^{\prime}\right) a^{*}\left(\mathbf{q}^{\prime}\right) V(\mathbf{k}) a(\mathbf{q}) \psi_{L}^{+}(\mathbf{p}), \tag{A13}
\end{align*}
$$

where $\bar{\psi}^{-}\left(\mathbf{p}^{\prime}\right)=\psi^{*-}\left(\mathbf{p}^{\prime}\right) \gamma_{4}$ and ${ }^{23}$

$$
\begin{align*}
& \psi^{*-}\left(\mathbf{p}^{\prime}\right)=\left(\frac{\lambda_{1}+p_{0}^{\prime}}{2 p_{0}^{\prime}}\right)^{1 / 2}\left(\psi_{L}^{*-}\left(\mathbf{p}^{\prime}\right) \psi_{S}^{*-}\left(\mathbf{p}^{\prime}\right)\right),  \tag{A14}\\
& \psi^{+}(\mathbf{p})=\left(\frac{\lambda_{1}+p_{0}}{2 p_{0}}\right)^{1 / 2}\binom{\psi_{L}^{+}(\mathbf{p})}{\psi_{S}^{+}(\mathbf{p})},  \tag{A15}\\
& \psi_{S^{-}}^{*-}\left(\mathbf{p}^{\prime}\right)=\psi_{L}^{*-}\left(\mathbf{p}^{\prime}\right) \frac{\left(\mathbf{p}^{\prime} \cdot \boldsymbol{\sigma}^{(1)}\right)}{\left(\lambda_{1}+p_{0}^{\prime}\right)},  \tag{A16}\\
& \psi_{S}^{+}(\mathbf{p})=\frac{\left(\mathbf{p} \cdot \boldsymbol{\sigma}^{(1)}\right)}{\left(\lambda_{1}+p_{0}\right)} \psi_{L}^{+}(\mathbf{p}), \tag{A17}
\end{align*}
$$

and where $k \equiv p^{\prime}-p=q-q^{\prime}$ so that

$$
\begin{equation*}
\mathbf{k}=\mathbf{p}^{\prime}-\mathbf{p}=\mathbf{q}-\mathbf{q}^{\prime}, \quad k_{0}=p_{0}^{\prime}-p_{0}=q_{0}-q_{0}^{\prime} \tag{A18}
\end{equation*}
$$

Let us now set

$$
\begin{equation*}
V(\mathbf{k})=V_{1}(\mathbf{k})+V_{S_{1}}(\mathbf{k}) \tag{A19}
\end{equation*}
$$

where $V_{1}(\mathbf{k})$ is spin independent and $V_{S_{1}}(\mathbf{k})$ is spin dependent (i.e., depends on $\boldsymbol{\sigma}^{(1)}$ ). Using Eqs. (A12)-(A19), we obtain

$$
\begin{align*}
V_{1}(\mathbf{k})= & \frac{-c^{2} \hbar^{2} \kappa^{2}}{4\left(q_{0} q_{0}^{\prime}\right)^{1 / 2}}\left(\frac{\lambda_{1}+p_{0}^{\prime}}{2 p_{0}^{\prime}}\right)^{1 / 2}\left(\frac{\lambda_{1}+p_{0}}{2 p_{0}}\right)^{1 / 2} \frac{1}{\mathbf{k}^{2}-k_{0}^{2}}\left[-\lambda_{1} \lambda_{2}^{2}\left(1-\frac{\mathbf{p}^{\prime} \cdot \mathbf{p}}{\left(\lambda_{1}+p_{0}^{\prime}\right)\left(\lambda_{1}+p_{0}\right)}\right)\right. \\
& -\frac{1}{4}\left(p+p^{\prime}\right)\left(q+q^{\prime}\right)\left(q_{0}+q_{0}^{\prime}\right)\left(1+\frac{\mathbf{p}^{\prime} \cdot \mathbf{p}}{\left(\lambda_{1}+p_{0}^{\prime}\right)\left(\lambda_{1}+p_{0}\right)}\right) \\
& \left.+\frac{1}{4}\left(p+p^{\prime}\right)\left(q+q^{\prime}\right)\left(\frac{\mathbf{p} \cdot\left(\mathbf{q}+\mathbf{q}^{\prime}\right)}{\lambda_{1}+p_{0}}+\frac{\mathbf{p}^{\prime} \cdot\left(\mathbf{q}+\mathbf{q}^{\prime}\right)}{\lambda_{1}+p_{0}^{\prime}}\right)\right],  \tag{A20}\\
V_{S 1}(\mathbf{k})= & \frac{-c^{2} \hbar^{2} \kappa^{2}}{4\left(q_{0} q_{0}^{\prime}\right)^{1 / 2}}\left(\frac{\lambda_{1}+p_{0}^{\prime}}{2 p_{0}^{\prime}}\right)^{1 / 2}\left(\frac{\lambda_{1}+p_{0}}{2 p_{0}}\right)^{1 / 2} \frac{1}{\mathbf{k}^{2}-k_{0}^{2}}\left[\left(\lambda_{1} \lambda_{2}^{2}-\frac{1}{4}\left(p+p^{\prime}\right)\left(q+q^{\prime}\right)\left(q_{0}+q_{0}^{\prime}\right)\right)\right. \\
& \times \frac{i \boldsymbol{\sigma}^{(1)} \cdot\left[\mathbf{k} \times\left(\mathbf{p}+\mathbf{p}^{\prime}\right)\right]}{2\left(\lambda_{1}+p_{0}^{\prime}\right)\left(\lambda_{1}+p_{0}\right)}+\frac{1}{4}\left(p+p^{\prime}\right)\left(q+q^{\prime}\right) \\
& \left.\times\left(\frac{i \boldsymbol{\sigma}^{(1)} \cdot\left[\mathbf{k} \times\left(\mathbf{q}+\mathbf{q}^{\prime}\right)\right]}{2\left(\lambda_{1}+p_{0}\right)}+\frac{i \boldsymbol{\sigma}^{(1)} \cdot\left[\mathbf{k} \times\left(\mathbf{q}+\mathbf{q}^{\prime}\right)\right]}{2\left(\lambda_{1}+p_{0}^{\prime}\right)}-\frac{i k_{0} \mathbf{\sigma}^{(1)}\left[\left(\mathbf{p}+\mathbf{p}^{\prime}\right) \times\left(\mathbf{q}+\mathbf{q}^{\prime}\right)\right]}{2\left(\lambda_{1}+p_{0}\right)\left(\lambda_{1}+p_{0}^{\prime}\right)}\right)\right] . \tag{A21}
\end{align*}
$$

Using Eq. (A18), we can express $k_{0}$ as ${ }^{10} k_{0}=\mathbf{k} \cdot\left(\mathbf{p}^{\prime}+\mathbf{p}\right) /$ ( $p_{0}^{\prime}+p_{0}$ ) or as $k_{0}=\mathbf{k} \cdot\left(\mathbf{q}+\mathbf{q}^{\prime}\right) /\left(q_{0}+q_{0}^{\prime}\right)$. Similar to what was done in Ref. 10, we shall put the $k_{0}^{2}$ that is in Eq. (A20) and (A21) in the form

$$
\begin{align*}
k_{0}^{2}= & {\left[1+2 \alpha\left(a_{12}+a_{21}\right)\right]\left(\frac{\mathbf{k} \cdot\left(\mathbf{p}^{\prime}+\mathbf{p}\right)}{p_{0}^{\prime}+p_{0}}\right)\left(\frac{\mathbf{k} \cdot\left(\mathbf{q}+\mathbf{q}^{\prime}\right)}{q_{0}+q_{0}^{\prime}}\right) } \\
& -2 \alpha\left[a_{12}\left(\frac{\mathbf{k} \cdot\left(\mathbf{p}^{\prime}+\mathbf{p}\right)}{p_{0}^{\prime}+p_{0}}\right)^{2}+a_{21}\left(\frac{\mathbf{k} \cdot\left(\mathbf{q}+\mathbf{q}^{\prime}\right)}{q_{0}+q_{0}^{\prime}}\right)^{2}\right], \tag{A22}
\end{align*}
$$

where

$$
\begin{align*}
& a_{12}=\left[\left(1-a_{0}\right) m_{1}+a_{0} m_{2}\right] / m_{2}  \tag{A23}\\
& a_{21}=\left[\left(1-a_{0}\right) m_{2}+a_{0} m_{1}\right] / m_{1} \tag{A24}
\end{align*}
$$

We also have a $k_{0}$ in Eq. (A21), a situation that did not arise in Ref. 10. Because there is no simple way to obtain a square root of the $k_{0}^{2}$ of Eq. (A22), we suggest that this $k_{0}$ be put in the form

$$
\begin{equation*}
k_{0}=\bar{a}_{0}\left(\frac{\mathbf{k} \cdot\left(\mathbf{p}^{\prime}+\mathbf{p}\right)}{p_{0}^{\prime}+p_{0}}\right)+\left(1-\bar{a}_{0}\right)\left(\frac{\mathbf{k} \cdot\left(\mathbf{q}+\mathbf{q}^{\prime}\right)}{q_{0}+q_{0}^{\prime}}\right), \tag{A25}
\end{equation*}
$$

where $\bar{a}_{0}$ is another arbitrary dimensionless constant. It should be noted that Eqs. (A20)-(A22) and (A25) have been put into a form such that they remain the same if $p \neq \mathbf{p}^{\prime}$ and $p_{0} \rightleftarrows p_{0}^{\prime}$ or if $\mathbf{q} \rightleftarrows \mathbf{q}^{\prime}$ and $q_{0} \rightleftarrows q_{0}^{\prime}$ while $\mathbf{k}$ is not altered (i.e., we do not change $k$ into $-\mathbf{k}$ ). The quantity $V(\mathbf{k})$ can also be defined in terms of the potential energy $V(\mathbf{r})$, correct to first order in $G$, as

$$
\begin{equation*}
V(\mathbf{k})=\int d \mathbf{r} e^{-i\left(\mathbf{p}^{\prime} \mathbf{r}_{1}+\mathbf{q}^{\prime} \mathbf{r}_{2}\right)} V(\mathbf{r}) e^{i\left(\mathbf{p} \cdot \mathbf{r}_{1}+\mathbf{q} \mathbf{r}_{2}\right)} \tag{A26}
\end{equation*}
$$

The potential energy $V(r)$ is a Hermitian operator and is also momentum dependent [i.e., $V(\mathbf{r}) \equiv V\left(\mathbf{r}, \mathbf{p}_{\text {op }}, \mathbf{q}_{\text {op }}\right)$ where $\mathbf{p}_{\mathrm{op}}$ and $\mathbf{q}_{\mathrm{op}}$ are operators].

If we are only interested in the classical results, as we are in this paper, the ordering of the factors in $V\left(\mathbf{r}, \mathbf{p}_{\mathrm{op}}, \mathbf{q}_{\mathrm{op}}\right)$
makes no difference (i.e., we can neglect delta function terms). To obtain the classical results corresponding to Eqs. (A20)-(A22) and (A25) set $\mathbf{p}^{\prime}=\mathbf{p}, p_{0}^{\prime}=p_{0}, \mathbf{q}^{\prime}=\mathbf{q}$, and $q_{0}^{\prime}$ $=q_{0}$ while now considering $k$ to be an independent variable (i.e., do not set $k$ equal to zero). The classical results are

$$
\begin{align*}
V_{1}(\mathbf{k})= & -\frac{c^{2} \hbar^{2} \kappa^{2}}{4 p_{0} q_{0}} \frac{1}{\mathbf{k}^{2}-k_{0}^{2}}\left[2(p q)^{2}-\lambda_{1}^{2} \lambda_{2}^{2}\right],  \tag{A27}\\
V_{S_{1}}(\mathbf{k})= & -\frac{c^{2} \hbar^{2} q_{0} \kappa^{2}}{8\left(\lambda_{1}+p_{0}\right)} \frac{1}{\mathbf{k}^{2}-k_{0}^{2}} \\
& \times\left[\left[2-\frac{2 \mathbf{p} \cdot \mathbf{q}}{p_{0} q_{0}}+\lambda_{1}\left(\frac{1}{p_{0}}-\frac{\mathbf{q}^{2}}{p_{0} q_{0}^{2}}\right)\right] i \sigma^{(1)} \cdot(\mathbf{k} \times \mathbf{p})\right. \\
& +\left[-\frac{2 p_{0}}{q_{0}}+\frac{2 \mathbf{p} \cdot \mathbf{q}}{q_{0}^{2}}+\lambda_{1}\left(-\frac{2}{q_{0}}+\frac{2 \mathbf{p} \cdot \mathbf{q}}{p_{0} q_{0}^{2}}\right)\right] i \mathbf{\sigma}^{(1)} \\
& \left.\cdot(\mathbf{k} \times \mathbf{q})+k_{0}\left(\frac{2}{q_{0}}-\frac{2 \mathbf{p} \cdot \mathbf{q}}{p_{0} q_{0}^{2}}\right) i \boldsymbol{\sigma}^{(1)} \cdot(\mathbf{p} \times \mathbf{q})\right\},
\end{align*}
$$

(A28)
where

$$
\begin{align*}
k_{0}^{2}= & {\left[1+2 \alpha\left(a_{12}+a_{21}\right)\right] \frac{(\mathbf{k} \cdot \mathbf{p})(\mathbf{k} \cdot \mathbf{q})}{p_{0} q_{0}} } \\
& -2 \alpha\left[a_{12}\left(\frac{\mathbf{k} \cdot \mathbf{p}}{p_{0}}\right)^{2}+a_{21}\left(\frac{\mathbf{k} \cdot \mathbf{q}}{q_{0}}\right)^{2}\right],  \tag{A29}\\
k_{0}= & \bar{a}_{0} \frac{\mathbf{k} \cdot \mathbf{p}}{p_{0}}+\left(1-\bar{a}_{0}\right) \frac{\mathbf{k} \cdot \mathbf{q}}{q_{0}} . \tag{A30}
\end{align*}
$$

The inverse of Eq. (A26) for the classical result is

$$
\begin{equation*}
V(\mathbf{r})=\frac{1}{(2 \pi)^{3}} \int d \mathbf{k} e^{i \mathbf{k} \cdot \mathbf{r}} V(\mathbf{k}) \tag{A31}
\end{equation*}
$$

and we shall put [as in Eq. (A19)]

$$
\begin{equation*}
V(\mathbf{r})=V_{1}(\mathbf{r})+V_{S 1}(\mathbf{r}) \tag{A32}
\end{equation*}
$$

In Ref. 10, we considered the one-gravitation exchange interaction between a spin- 0 particle of mass $m_{1}$ and a spin- 0 particle of mass $m_{2}$. The result [Eq. (5) of Ref. 10] corresponding to Eq. (A20) was not identical, but the classical result [Eq. (8) of Ref. 10] corresponding to Eq. (A27) was identical. The post-Newtonian result (i.e., result to order $c^{-2}$ ) for $V_{1}(r)$ is given by Eq. (33) of Ref. 10. Because of the choice of $k_{0}^{2}$ in the form of Eq. (A29), the post-Newtonian result for $V_{1}(r)$ is actually in the $r_{* N}$ coordinate system as defined in Sec. II of this paper.

The post-Newtonian approximation to Eq. (A28) is

$$
\begin{equation*}
V_{S_{1}}(\mathbf{k})=-\frac{c^{2} \hbar^{2} \kappa^{2}}{4 \mathbf{k}^{2}}\left[\frac{3 \lambda_{2}}{4 \lambda_{1}} i \sigma^{(1)} \cdot(\mathbf{k} \times \mathbf{p})-i \sigma^{(1)} \cdot(\mathbf{k} \times \mathbf{q})\right] \tag{A33}
\end{equation*}
$$

Using Eq. (A1)-(A3) and letting $\frac{1}{2} \hbar \boldsymbol{\sigma}^{(1)} \rightarrow S^{(1)}$ in Eq. (A33), we find, after using Eq. (A31) and

$$
\begin{equation*}
\frac{1}{(2 \pi)^{3}} \int d \mathbf{k} e^{i \mathbf{k} \cdot \mathbf{r}} \frac{\mathbf{k}}{\mathbf{k}^{2}}=\frac{i \mathbf{r}}{4 \pi r^{3}}, \tag{A34}
\end{equation*}
$$

that the post-Newtonian approximation to $V_{S_{1}}(r)$ is

$$
\begin{aligned}
V_{S 1}(\mathbf{r})= & \left(G / c^{2} r^{3}\right)\left[\left(3 m_{2} / 2 m_{1}\right) \mathbf{S}^{(1)} \cdot\left(\mathbf{r} \times \mathbf{P}_{1}\right)\right. \\
& \left.-2 \mathbf{S}^{(1)} \cdot\left(\mathbf{r} \times \mathbf{P}_{2}\right)\right]
\end{aligned}
$$

(A35)
To obtain both $V_{S 1}(r)$ and $V_{S 2}(r)$, one could consider the one-graviton exchange interaction between a spin $\frac{1}{2}$ particle of mass $m_{1}$ and a spin- $\frac{1}{2}$ particle of mass $m_{2}$. However, it is much easier to obtain $V_{S 2}(r)$ from $V_{S 1}(r)$ by letting $1 \rightarrow 2$ and $2 \rightarrow 1$ and $r=r_{1}-\mathbf{r}_{2} \rightarrow-\mathbf{r}$, which gives us

$$
\begin{align*}
V_{S 2}(\mathbf{r})= & \left(G / c^{2} r^{3}\right)\left[-\left(3 m_{1} / 2 m_{2}\right) \mathbf{S}^{(2)} \cdot\left(\mathbf{r} \times \mathbf{P}_{2}\right)\right. \\
& \left.+2 \mathbf{S}^{(2)} \cdot\left(\mathbf{r} \times \mathbf{P}_{1}\right)\right] . \tag{A36}
\end{align*}
$$

Finally, noting that $\mathbf{P}_{N}=m_{N} \mathbf{v}_{N}$ to first order, we see that Eqs. (A35) and (A36) are in agreement with Eqs. (3.1) and (3.2).
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#### Abstract

A rigorous version of the quadrupole radiation formula is derived using the characteristic initial value formulation of a general relativistic fluid space-time. Starting from initial data for a Newtonian fluid, an algorithm is presented that determines characteristic initial data for a one-parameter family of general relativistic fluid space-times. At the initial time, a oneparameter family of space-times with this initial data osculates the evolution of the Newtonian fluid and has leading order news function equal to the third time derivative of the transverse Newtonian quadrupole moment.


## I. INTRODUCTION

The goal of this paper is to derive a version of the quadrupole radiation formula which is based upon the characteristic initial value problem for a general relativistic fluid. Initial data for a $\lambda$-parameter family of general relativistic space-times are constructed from initial data for a spatially compact Newtonian fluid which provides a $\lambda=0$ NewtonCartan background. At the initial time, the quadrupole formula is obtained as an equality between the leading $\lambda$-order term of the Bondi news function and the third time derivative of the transverse Newtonian quadrupole moment. All assumptions concerning $\lambda$ differentiability of the system are manifestly consistent. All asymptotic properties follow from the asymptotic properties of the Newton-Cartan background.

Many important results in general relativity have centered about initial value problems. In the case of the spacelike Cauchy problem, one notable example is the global existence and uniqueness theorems for solutions to the vacuum Einstein equations having asymptotically Euclidean spatial sections. ${ }^{1}$ In the case of the characteristic initial value problem, one difficult feature of the ordinary Cauchy problem disappears, namely the differential constraints on the initial data. Yet there has been only slight progress toward proving global existence and uniqueness theorems. ${ }^{2}$ Null hypersurfaces, with nonvanishing domain of dependence, contain caustics so that new difficulties arise from the lack of smoothness of the initial hypersurface. ${ }^{3}$ In the presence of fluid sources, very little has been established in regard to global existence and uniqueness theorems even in the spacelike case; and for compact fluid sources no such theorems are known even in Newtonian hydrodynamics.

In this state of affairs, it is nevertheless possible to establish properties of formal solutions obtained by series expansion. In this manner, several derivations of the quadrupole formula have been based upon a harmonic coordinate approach. ${ }^{4}$ Also, using the method of Newton-Cartan limits on null cones, ${ }^{5,6}$ a derivation has been given in null coordinates, in which the calculations are simple enough so that the underlying ideas are not hidden. ${ }^{7}$ The weakness of such results is that assumptions implicit in a perturbation expansion
might, at higher orders, lead to mathematical inconsistencies in the case of radiative space-times. An alternative possibility is to avoid such inconsistencies by establishing properties of initial data sets rather than of solutions. Since data on an initial null hypersurface immediately exhibits gravitational radiation at null infinity, such a study of the quadrupole radiation problem is very natural. (In contrast, initial data on a spacelike hypersurface, though they contain this information, do not exhibit it directly. However, perhaps the radiation reaction problem could be formulated in terms of such data.)

Thus, rather than basing a strong version of the quadrupole radiation formula on overly optimistic assumptions as in Ref. 7, this paper establishes a weak initial value version using well founded assumptions. This at least provides some mathematically rigorous domain for its validity. Such a derivation was first given for a highly simplified dust model ${ }^{8}$ but the calculations were far too complicated to generalize. The strategy here is to retain the same basic formulation as for the dust model but to employ the more powerful calculational approach of Ref. 7.

The main success of the characteristic initial value problem has been the description of gravitational waves in the asymptotic region far from the sources. ${ }^{9}$ This has been extended to a global formalism, with fluid interior, by assuming the existence of outgoing null cones emanating from some central geodesic. ${ }^{10}$ The null cone assumption appears to be justified for a wide class of astrophysical systems with intense gravitational fields. The original purpose was to apply this global formalism to a numerical study of the generation of gravitational waves. Similar numerical studies using more general null hypersurfaces have also been initiated. ${ }^{3} \mathrm{~A}$ serious problem arises here concerning the presence of incoming radiation in the initial data. In the vacuum case, the requirement that the initial cone be shear-free gives the correct data for Minkowski space but, in the presence of matter, these data generally contain more incoming radiation than the amount of outgoing radiation generated by the matter. ${ }^{10}$ Without some control over this incoming radiation, any numerical evolution or any statement of the quadrupole formula would be of little physical value.

How should one choose gravitational null data which, for a given matter distribution, exclude "too much" incoming radiation unrelated to the matter source? A tentative answer to this, proposed in Refs. 5 and 6 and used below, is the requirement of a Newton-Cartan limit based upon a family of outgoing null cones. In this limit, the gravitational null datum is determined by the background Newtonian potential. (Boundary conditions at infinity eliminate homogeneous contributions to the potential which might arise as a Newtonian limit of incoming radiation. In this context, see the Newtonian limit of plane waves. ${ }^{11}$ ) A $\lambda$-parameter system of space-times is described on a common manifold so that they share a family of outgoing null cones emanating from a timelike geodesic worldline. In a Bondi-type null coordinate system $x^{\alpha}=\left(x^{0}, x^{1}, x^{A}\right)=(u, r, \cos \theta, \phi)$ based upon these cones, the $\lambda$ metric takes the $\lambda$-dependent Bondi form

$$
\begin{align*}
d s^{2}= & {\left[e^{2 \lambda^{2} \beta}\left(1+\lambda^{2} W / r\right)-\lambda^{4} r^{2} h^{A B} U_{A} U_{B}\right] d u^{2} } \\
& +2 \lambda e^{2 \lambda^{2} B} d u d r \\
& +2 \lambda^{3} r^{2} U_{A} d u d x^{A}-\lambda^{2} r^{2} h_{A B} d x^{A} d x^{B} \tag{1.1}
\end{align*}
$$

where $\quad h^{A B} h_{B C}=\delta^{A} c, \quad \operatorname{det}\left(h_{A B}\right)=1, \quad$ and $\quad h_{A B}=q_{A B}$ $+\lambda^{2} \gamma_{A B}$, with $q_{A B}$ the unit-sphere metric. The fields $\beta, W /$ $r, r U_{A}$, and $\gamma_{A B}$ are required to be $O\left(r^{2}\right)$, near $r=0$. Then, an admissible coordinate system in the neighborhood of the origin is given by $t=u+\lambda r, x=r \sin \theta \cos \phi, y=r \sin \theta$ $\times \sin \phi$, and $z=r \cos \theta$, which agree with Fermi coordinates up to terms which do not involve the curvature. The explicit $\lambda$ factors in (1.1) ensure that the $\lambda=0$ limit yields the metric of Newton-Cartan theory with absolute time slices $u=$ const, provided $\beta, U^{A}, W$, and $\gamma_{A B}$ are smooth in this limit.

For matter source we adopt the $\lambda$-dependent ideal fluid stress-tensor

$$
\begin{equation*}
T_{\mu \nu}=\left(\rho+\lambda^{2} p\right) w_{\mu} w_{\nu}-\lambda^{2} p g_{\mu \nu} \tag{1.2}
\end{equation*}
$$

with four-velocity $w_{\mu}$ of the form $w_{\mu}=t_{, \mu}+\lambda^{2} v_{\mu}$. The explicit $\lambda$ factors are sufficient to ensure that Einstein's equations yield, for $\lambda=0$, the Euler-Poisson equations, which emerge in a polar coordinate system with freely falling origin. In this local inertial frame, the Newtonian potential $\Phi^{*}$ satisfies the boundary conditions

$$
\begin{equation*}
\Phi^{*}\left(u, 0, x^{A}\right)=0, \quad \Phi^{*}, 1\left(u, 0, x^{A}\right)=0 \tag{1.3}
\end{equation*}
$$

and has the asymptotic behavior

$$
\begin{equation*}
\Phi^{*}=r \sum_{m} a_{1 m}(u) Y_{1 m}+a(u)+O\left(\frac{1}{r}\right) \tag{1.4}
\end{equation*}
$$

at infinity. The remaining condition for the existence of a Newton-Cartan limit is that the $\lambda=0$ limit of the Christoffel connection of (1.1) be the Newton-Cartan connection (whose geodesics are free-fall trajectories), which requires that

$$
\lim _{\lambda \rightarrow 0}\left(\frac{W}{2 r}+\beta\right)=\Phi^{*}
$$

This can be reformulated, using the hypersurface equations (see below), as the condition ${ }^{5}$

$$
\begin{equation*}
\lim _{i=0} q^{A} q^{B}\left(r^{2} \gamma_{A B, 1}\right)_{, 1}=-4 q^{A} q^{B} \Phi_{: A B}^{*} \tag{1.5}
\end{equation*}
$$

where $q_{A}$ is a complex null dyad for the unit sphere, $q_{A B}=2 q\left({ }_{A} \bar{q}_{B}\right)$, and a colon denotes covariant differentiation with respect to $q_{A B}$. The left-hand side of (1.5) is the Weyl tensor version of the gravitational null datum. Here we only require (1.5) to hold in an osculatory sense in time [see Eq. (2.6)].

Einstein's equations $E_{\mu \nu}:=G_{\mu \nu}+8 \pi T_{\mu \nu}=0$, for this system, are equivalent to the four hypersurface equations

$$
\begin{equation*}
E_{1 \mu}=0 \tag{1.6}
\end{equation*}
$$

the two gravitational evolution equations

$$
\begin{equation*}
E_{A B}-\frac{1}{2} g_{A B} g^{C D} E_{C D}=0 \tag{1.7}
\end{equation*}
$$

and the four fluid evolution equations

$$
\begin{equation*}
T^{\mu v}{ }_{v}=0 \tag{1.8}
\end{equation*}
$$

The remaining Einstein equations then follow from the Bianchi identities provided the smoothness conditions at the origin are satisfied. ${ }^{10}$ All integration constants are uniquely determined by the vanishing of $\beta, U^{A}, W$, and $\gamma_{A B}$ at the origin, which also follows from the smoothness conditions at the origin. Further details of this $\lambda$ system are given in Ref. 6 and will be presented as they are required.

Section II reduces the quadrupole issue to a calculational problem by establishing the following lemma.

Lemma 1: Given smooth, compact initial fluid data for a Newtonian system, there exists initial null cone data for a $\lambda$ dependent family of general relativistic (GR) systems whose formal evolution, in the $\lambda=0$ limit, osculates the Newtonian system in the sense of (2.6). The free gravitational null datum is a cubic polynomial in $\lambda$ with uniformly smooth asymptotic behavior as described by (2.16) and (2.17).

Now the remaining problem is strictly calculational. Find the leading order news function for these data and compare it with the third time derivative of the quadrupole moment of the Newtonian background. To expedite this calculation a slow motion conformal Bondi frame is introduced in Sec. III. The quadrupole formula is then obtained in Sec. IV. The assumptions underlying this result and the conclusion can be summarized by the theorem below.

Initial Quadrupole Radiation Theorem: Given smooth, compact initial data for a Newtonian fluid, at $u_{0}$, there exists logarithmically asymptotic flat null data for a $\lambda$-dependent general relativistic fluid space-time with the following property. Any $\lambda$-dependent fluid space-time, which can be smoothly represented in null cone coordinates in a neighborhood of $u_{0}$, with this null data at $u_{0}$, has (i) a $\lambda=0$ limit whose evolution osculates the Newtonian system in the sense of (2.6) and (ii) a leading order news function which satisfies the quadrupole radiation formula (4.8) at $u_{0}$.

Conventions and Notation: Our conventions are adopted to agree, as closely as possible, with those of Refs. 5-8. We use signature +--- ; units for which $G=c=1$; Greek letters ranging over 0-3 for space-time indices; lowercase Latin letters ranging over 1-3 for spatial indices: capital Latin letters ranging over 2-3 for indices on topologically spherical two-spaces; a semicolon to denote space-time covariant differentiation; a colon to represent covariant differentiation with respect to the unit sphere metric $q_{A B}$; a com-
ma for partial differentiation; a unit sphere dyad for which $q_{A B}=2 q\left(_{A} \bar{q}_{A B}\right) ;$ and curvature conventions, for which $v_{\mu ; \alpha \beta}-v_{\mu ; \beta \alpha}=v_{v} R^{\nu}{ }_{\mu \alpha \beta}, R_{\mu \nu}=R^{\alpha}{ }_{\mu \nu \alpha}, R=R^{\alpha}{ }_{\alpha}$, and the intrinsic scalar curvature of the unit sphere equals -2 . The numerical conventions for the unit sphere spin-weight ladder operator $\partial$ are fixed by the examples $v_{A: B} q^{A} q^{B}$ $=\bar{\varnothing}\left(v_{A} q^{A}\right) / \sqrt{2}, f_{A}^{: A}=\partial \bar{\delta} f$, and $(\bar{\partial} \varnothing-\partial \bar{\varnothing}) \eta=2 s \eta$, for a spin-weight $s$ quantity $\eta$. Acting on spherical harmonics, $\partial \bar{f} Y_{l m}=-l(l+1) Y_{l m}$. We write $f=\Sigma f^{(n)} \lambda^{n}$ for the expansions of $\lambda$-dependent fields. We use the shorthand notation

$$
\int f=\int_{0}^{r} f(s) d s
$$

We denote by $\mathscr{P}_{o}$ the operator which projects out $l=0$ harmonics and by $\mathscr{P}_{1}$ the operator which projects out $l=0$ and $l=1$ harmonics. In Sec. III, we introduce a Penrose compatification with conformally rescaled metric denoted by $\hat{g}_{\mu \nu}$.

## II. QUASI-NEWTONIAN INITIAL DATA

We now discuss how smooth compact initial data $\rho, v_{i}$ and an equation of state for a Newtonian fluid at initial time $u_{0}$ determine initial null data for the $\lambda$ system through the requirement of the Newton-Cartan limit in the form (1.5). ${ }^{5,6}$ We do not require that this limit exist for any finite time interval but only to an osculatory degree sufficient to formulate an initial value version of the quadrupole formula. For this purpose, we require that the limit condition (1.5) and its first three $u$ derivatives are satisfied at $u_{0}$. In order to discuss such time derivatives determined from initial data by evolution equations, we introduce a $\lambda$ family of Lorentz space-times in a neighborhood of $u_{0}$ which is described in null cone coordinates. Our primary interest is in those relationships at $u_{0}$ in which all time derivatives may be reexpressed in terms of derivatives tangential to $u_{0}$ by using evolution equations and coordinate conditions.

At $u_{0}$, the fluid data $\rho$ and $v_{i}$ for the $\lambda$ system have their $\lambda$-independent Newtonian values. As gravitational null data at $u_{0}$, it is sufficient to adopt the cubic $\lambda$ dependence

$$
\begin{equation*}
q^{A} q^{B} \gamma_{A B}=q^{A} q^{B}\left[\gamma_{A B}^{(0)}+\lambda \gamma_{A B}^{(1)}+\lambda^{2} \gamma_{A B}^{(2)}+\lambda^{3} \gamma_{A B}^{(3)}\right] \tag{2.1}
\end{equation*}
$$

For analyzing Einstein's equations it is convenient to introduce complex scalar potentials $\alpha$ and $Z$ by

$$
\begin{align*}
& \delta^{2} \alpha=q^{4} q^{B} \gamma_{A B, 1},  \tag{2.2}\\
& \delta Z=\sqrt{2} U_{A} q^{A}, \tag{2.3}
\end{align*}
$$

and the Weyl tensor version of the null data

$$
\begin{equation*}
\psi=\left(r^{2} \alpha\right)_{1} . \tag{2.4}
\end{equation*}
$$

We fix the freedom in these potentials by requiring $\mathscr{P}_{1} \alpha=\alpha$ and $\mathscr{P}_{0} Z=Z$, i.e., $\alpha$ has no $l=0$ and $l=1$ parts and $Z$ has no $l=0$ part. This differs from the original gauge choice in Ref. 5 but it leads to some simplifications while introducing no changes in geometrically significant quantities. In terms of $\psi$ the initial data takes the form

$$
\begin{equation*}
\psi=\psi^{(0)}+\lambda \psi^{(1)}+\lambda^{2} \psi^{(2)}+\lambda^{3} \psi^{(3)} . \tag{2.5}
\end{equation*}
$$

(The boundary conditions at the origin imply that $\psi, \alpha$, and $q^{A} q^{B} \gamma_{A B}$ are equivalent ways to specify the gravitational
data.) The osculatory version of the Newton-Cartan limit at $u_{0}$ now becomes

$$
\begin{equation*}
\frac{\partial^{n}}{\partial u^{n}} \psi^{(0)}=-2 \mathscr{P}, \frac{\partial^{n}}{\partial u^{n}} \Phi^{*}, \quad 0 \leqslant n \leqslant 3 . \tag{2.6}
\end{equation*}
$$

The hypersurface equations (1.6) take the form

$$
\begin{align*}
& -4 r \beta_{, 1}=J_{\beta},  \tag{2.7}\\
& \begin{aligned}
\left(r^{4} Z_{, 1}\right)_{1} & =2 r^{4}\left(\beta / r^{2}\right)_{, 1}-(2+\partial \bar{\jmath}) r^{2} \alpha+J_{Z}, \\
W_{, 1}= & \frac{1}{4} \check{ð}^{2} \bar{\delta}^{2} \int(\alpha+\bar{\alpha})+(2-\partial \bar{\jmath}) \beta \\
& +\frac{1}{4 r^{2}}\left[r^{4} ð \bar{\delta}(Z+\bar{Z})\right]_{, 1}+J_{W},
\end{aligned} \tag{2.8}
\end{align*}
$$

where the $J$ 's are quantities intrinsic to a single null hypersurface. They have the hierarchical form that $J_{\beta}$ depends only upon the null data, $J_{z}$ depends only upon the null data and $\beta$, and $J_{W}$ depends only on the null data $\beta$, and $Z$. Thus they can be integrated in turn to find $\beta, Z$, and $W$ given the null data. Smoothness at the origin determines the radial integration constants by integrating these equations from the origin, e.g., $\beta=-\frac{1}{4} \int J_{\beta} / r$. Furthermore, the $J$ 's are constructed using a finite number of differential and algebraic operations within a null hypersurface. As a result, given the polynomial $\lambda$ dependence of the null data at $u_{0}$, they will be analytic functions of $\lambda$ (including $\lambda=0$ ) at $u_{0}$. Expressions for the $J$ 's, accurate up to order $\lambda^{4}$, are given in Appendix A. At each order, each $J^{(n)}$ is determined by gravitational null data up to $\psi^{(n-2)}$ and matter data up to $\rho^{(n)}$ and $v_{i}^{(n-1)}$.

The gravitational evolution equation (1.7) takes the form

$$
\begin{equation*}
2 \lambda r \int \frac{\psi_{, 0}}{r}=2 \beta-\left(r^{2} Z\right), 1-J_{\psi}, \tag{2.10}
\end{equation*}
$$

where $J_{\psi}$ is again a hypersurface quantity which is determined by null data up to $\psi^{(n-2)}$ and matter data up to $\rho^{(n)}$ and $v_{i}^{(n-1)}$. Again, at $u=u_{0}, J_{\psi}$ is an analytic function of $\lambda$. An expression for $J_{\psi}$ accurate up to order $\lambda^{4}$ is given to Appendix A. The evolution equation can be combined with the hypersurface equation to yield ${ }^{5,6}$

$$
\begin{align*}
r^{2} \nabla^{2} \psi= & \frac{2 \lambda}{r}\left[r^{3} \psi_{0}\right]_{, 1}+\frac{1}{r}\left[r^{4}\left(\frac{J_{\psi}}{r}\right)_{, 1}\right]_{, 1} \\
& +\mathscr{P}_{1}\left(J_{\beta}+J_{Z, 1}\right), \tag{2,11}
\end{align*}
$$

where $\nabla^{2}$ is the Laplacian in spherical coordinates. Equation (2.11) gives a set of Poisson equations for the initial gravitational data. The source for $\psi^{(0)}$ is the matter density $\rho^{(0)}$ of the Newtonian background.

$$
\nabla^{2} \psi^{(0)}=-8 \pi \mathscr{P}_{1} \rho^{(0)}
$$

in consistency with the Newton-Cartan limit condition (2.6).

The Poisson equation for $\psi^{(1)}$ has source depending upon $\psi^{(0)}{ }_{0}$ and initial data, so that the source can be constructed out of previously known quantities at $u_{0}$. Similarly, by $u$ differentiation, the Poisson equation for $\psi^{(1)}{ }_{0}$ has source which can be constructed out of previously known quantities at $u_{0}$, after using the evolution equations to replace time derivatives in terms of derivatives tangential to $u_{0}$.

This continues for $\psi^{(1)}{ }_{, 00}$. That gives enough information to construct, in turn, sources for $\psi^{(2)}, \psi^{(2)}$, and $\psi^{(3)}$, all at $u_{0}$, in terms of either previously known quantities or solutions of prior Poisson equations. Thus we have a scheme for determining the initial gravitational data $\psi^{(n)}(0 \leqslant n \leqslant 3)$ by solving a sequence of Poisson equations.

It remains to check whether the asymptotic properties of the source terms are consistent with the boundary condition that $\psi$ vanish at infinity so that they determine unique solutions. The ability to eliminate homogeneous solutions of the Poisson equations, which do not vanish at infinity, is in fact our mechanism for restricting incoming radiation. It is self-evident from (2.6) that in the region exterior to the sources $\psi^{(0)}$ has analytic $1 / r$ dependence. Specifically, $\psi^{(0)}=O\left(1 / r^{3}\right)$ with

$$
\begin{equation*}
\partial^{2} \psi^{(0)}=3\left(Q / r^{3}\right)+O\left(1 / r^{4}\right) \tag{2.12}
\end{equation*}
$$

Here $Q$ is a pure spin-weight $2, l=2$ quantity describing the transverse Newtonian quadrupole moment

$$
\begin{equation*}
Q=q^{A} q^{B}\left(x^{i} / r\right)_{A}\left(x^{j} / r\right)_{, B} Q_{i j} \tag{2.13}
\end{equation*}
$$

in terms of the Cartesian quadrupole components

$$
Q_{i j}=\int \rho^{(0)}\left(x_{i} x_{j}-\frac{1}{3} r^{2} \delta_{i j}\right) d V
$$

The behavior of $\psi^{(1)}$ and $\psi^{(2)}$ in the exterior has been worked out in Ref. 6. For $\psi^{(1)}$ the exterior self-gravitational source terms are linear and simple to analyze. At $u_{0}$, we again have analytic $1 / r$ dependence in the exterior region with

$$
\begin{equation*}
\psi^{(1)}=O\left(1 / r^{3}\right) \tag{2.14}
\end{equation*}
$$

The same behavior applies to the first two $u$ derivatives of $\psi^{(1)}$, at $u_{0}$, which can be calculated from our knowledge of the first three $u$ derivatives of $\psi^{(0)}$, at $u_{0}$. For $\psi^{(2)}$, the solution is complicated by nonlinear, noncompact source terms. Not all details of the exterior behavior have been worked out but it has been shown ${ }^{6}$ that in the exterior, $\psi^{(2)}$ has the form

$$
\begin{equation*}
\psi^{(2)}=\psi_{A}^{(2)}+\psi_{L}^{(2)} \ln r / r \tag{2.15}
\end{equation*}
$$

where $\psi^{(2)}{ }_{A}$ and $\psi_{L}{ }^{(2)}$ are analytic in $1 / r$ and both have $O(1 /$ $r^{3}$ ) asymptotic behavior. At $u_{0}$, these results hold in the present case for both $\psi^{(2)}$ and its first $u$ derivative. Whether $\psi_{L}{ }^{(2)}$ can actually be nonzero has not been established but the important feature here is that at worst it has $O\left(1 / r^{3}\right)$ dependence.

The exterior behavior of $\psi^{(3)}$ was not explored in Ref. 6 but the results for the dust model ${ }^{8}$ explicitly show the existence of a $\ln r / r^{3}$ term. This is the first order at which asymptotic behavior inconsistent with the peeling property arises. However, most of the standard properties of null infinity remain intact for this weaker logarithmic version of asymptotic flatness, e.g., the existence of a conformal boundary at null infinity, the BMS group and the properties of the Bondi mass and news function. ${ }^{12}$ In Appendix A we show that the asymptotic behavior of $\psi^{(3)}$ for the dust solution characterizes the worst possible behavior in the general case,

$$
\psi^{(3)}=\psi_{A}{ }^{(3)}+\psi_{L}{ }^{(3)} \ln r
$$

where $\psi_{A}{ }^{(3)}$ is analytic in $1 / r$ and both $\psi_{A}{ }^{(3)}$ and $\psi_{L}{ }^{(3)}$ are $O\left(1 / r^{3}\right)$. Whether $\psi_{L}{ }^{(3)}$ is analytic in $1 / r$ has not been inves-
tigated but it is shown in Appendix A that it satisfies the asymptotic uniform smoothness conditions that if $f\left(u_{0}, r, x^{A}\right)=O(g(r))$ then

$$
\begin{equation*}
\frac{\partial f}{\partial x^{4}}=O(g) \quad \text { and } \quad \frac{\partial f}{\partial r}=O\left(\frac{g}{r}\right) \tag{2.16}
\end{equation*}
$$

These conditions are also possessed by all the metric variables and their $u$ derivatives at $u_{0}$, as determined by evolution equations.

In summary, at $u_{0}$ we can set

$$
\begin{equation*}
\psi=\psi_{A}+\lambda^{2} \psi_{L}^{(2)} \ln r / r+\lambda^{3} \psi_{L}^{(3)} \ln r \tag{2.17}
\end{equation*}
$$

where $\psi_{A}$ is analytic, the $\psi_{L}$ 's are uniformly smooth, and all the $\psi$ 's are $O\left(1 / r^{3}\right)$. We have thus established Lemma 1 , stated in the Introduction.

## III. THE CONFORMAL BONDI FRAME

An asymptotic approach can be used to expedite the calculation of the news function for the data determined in the last section. ${ }^{7}$ Since the news function is a purely geometrical field it may be calculated in any coordinate system. The first step is to demonstrate the existence of an asymptotic Bondi frame in which (1.5) is still valid. For this purpose it is convenient to construct a Penrose compactification ${ }^{13}$ of a neighborhood of the exterior region of the initial null cone by attaching a portion of $\mathscr{I}^{+}$to the physical space-time. An appropriate conformal factor and new radial coordinate is the inverse luminosity distance ${ }^{14} \Omega=l:=1 / r$. Then the conformal metric $\hat{g}_{\mu \nu}=\Omega^{2} g_{\mu \nu}$ is given by

$$
\begin{align*}
d \hat{s}^{2}= & {\left[e^{2 \lambda^{2} \beta} l^{2}\left(1+\lambda^{2} W l\right)\right.} \\
& \left.-\lambda^{4} h^{A B} U_{A} U_{B}\right] d u^{2}-2 \lambda e^{2 \lambda^{2} \beta} d u d l \\
& +2 \lambda^{3} U_{A} d u d x^{A}-\lambda^{2} h_{A B} d x^{A} d x^{B} \tag{3.1}
\end{align*}
$$

In this coordinate system ( $u, l, x^{A}$ ), $\psi$ as well as the auxiliary variables $\beta, U_{A}, W$, and $\gamma_{A B}$ are still analytic in $\lambda$ and satisfy the uniform smoothness conditions (2.16) with respect to $l$ at $u_{0}$.

However, the metric variables do not vanish at $\mathscr{J}^{+}$. Their asymptotic forms may be inferred from the equations

$$
\left(\hat{\nabla}_{\mu} \Omega\right) \hat{\nabla}^{\mu} \Omega=O(\Omega)
$$

and

$$
\hat{\nabla}_{\mu} \hat{\nabla}_{v} \Omega-\frac{1}{4} \hat{g}_{\mu \nu} \hat{\nabla}^{\rho} \hat{\nabla}_{\rho} \Omega=O(\Omega)
$$

which follow from the existence of a conformal boundary and the vacuum Einstein equations. ${ }^{14}$ This gives

$$
\begin{align*}
& h_{A B}=q_{A B}+\lambda^{2} K_{A B}+O(l)  \tag{3.2}\\
& \beta=H+O\left(l^{2}\right)  \tag{3.3}\\
& U_{A}=h_{A B}\left(L^{B}+2 r e^{2 \lambda^{2} H} D^{B} H\right)+O\left(l^{2}\right)  \tag{3.4}\\
& W l^{2}=D_{A} L^{A}+O(l) \tag{3.5}
\end{align*}
$$

where $H, L^{A}$, and $K_{A B}$ are independent of $l$, with
$\lambda K_{A B, u}=\left(-h_{A C} D_{B}-h_{B C} D_{A}+\frac{1}{2} h_{A B} D_{C}\right) L^{C}+O(l)$,
and where $D_{A}$ is the covariant derivative with respect to $h_{A B}$. (Alternatively, these properties could be established directly
in the physical space from an asymptotic integration of the hypersurface and evolution equations.)

The asymptotic metric terms ( $H, L^{B}$, and $K_{A B}$ ) arise because our coordinates were chosen to be locally inertial at the origin. They would vanish in a conformal Bondi frame, which corresponds as closely as possible to an asymptotic inertial frame. However, carrying out such a transformation directly would disrupt the $\lambda$ analyticity of the metric variables, i.e., $1 / \lambda$ terms would arise. This would then complicate the bookkeeping of $\lambda$ orders in the calculation of the news. Such problems are avoided by introducing a slow motion time $\left(u-u_{0}\right)=\lambda\left(v-v_{0}\right)$ and a further conformal rescaling $\tilde{g}_{\mu \nu}=\hat{g}_{\mu v} / \lambda^{2}$ so that

$$
\begin{align*}
d \bar{s}^{2}= & {\left[e^{2 \lambda^{2} \beta} l^{2}\left(1+\lambda^{2} W l\right)\right.} \\
& \left.-\lambda^{4} h^{A B} U_{A} U_{B}\right] d v^{2}-2 e^{2 \lambda^{2} \beta} d v d l \\
& +2 \lambda^{2} U_{A} d v d x^{A}-h_{A B} d x^{A} d x^{B} \tag{3.7}
\end{align*}
$$

In the $\lambda=0$ limit, $d \tilde{s}^{2}$ leads to a background Minkowski geometry. Equation (3.7) provides a slow motion post-Minkowski representation of the post-Newton-Cartan initial value system. ${ }^{6}$

The goal now is to remove the asymptotic metric terms by a coordinate transformation ( $\left.v^{\prime}, l^{\prime}, x^{A^{\prime}}\right)=x^{\alpha^{\prime}}\left(x^{B}\right)$ leading to a conformal Bondi frame. In doing so, the conformal metric must also undergo a conformal transformation $\tilde{g}^{\mu \nu}=\omega^{-2} \tilde{g}^{\mu \nu}$ in order to retain $\operatorname{det}\left(h_{A B}\right)=1$. The total change is

$$
\begin{equation*}
\tilde{g}^{\mu^{\prime} v}=\left[\operatorname{det}\left(\frac{\partial x^{A^{\prime}}}{\partial x^{B}}\right)\right]^{-1} x_{, \alpha}^{\mu^{\prime}} x_{, \beta}^{\nu^{\prime}} g^{\alpha \beta} \tag{3.8}
\end{equation*}
$$

and the new conformal factor $\Omega^{\prime}=l^{\prime}$ is given by

$$
\begin{equation*}
\left(l^{\prime}\right)^{2}=l^{2} \operatorname{det}\left(\frac{\partial x^{A}}{\partial x^{B}}\right) \tag{3.9}
\end{equation*}
$$

This determines the new $l$ 'in terms of the new $x^{A}$. Also, once the new $v^{\prime}$ and $x^{A^{\prime}}$ are known at $\mathscr{I}^{+}$their values interior to $\mathscr{I}^{+}$are determined by requiring that the null coordinate conditions

$$
\begin{equation*}
\tilde{g}^{O O^{\prime}}=0 \quad \text { and } \quad \tilde{g}^{0^{\prime} A^{\prime}}=0 \tag{3.10}
\end{equation*}
$$

are maintained.
Consider first transformations with $v^{\prime}=v$, with an eye toward setting $K_{A b}$ and $L^{A}$ to zero in the new frame. This requires that the new $\tilde{g}^{1 A}$ must vanish at $\mathscr{I}^{+}$or, according to (3.8),

$$
x^{A^{\prime}}{ }_{, v}=-\lambda^{2} x^{A_{, B}^{\prime}} L^{B}
$$

We thus have $x^{A}=x^{A}+\lambda^{2} y^{A}$, where $y^{A}$ is zeroth order in $\lambda$ and, at $\mathscr{I}^{+}$, satisfies

$$
\begin{equation*}
y_{, v}^{A}=-L^{A}-\lambda^{2} y^{A}{ }_{, B} L^{B} \tag{3.11}
\end{equation*}
$$

We need only set the first two $v$ derivatives of $L^{A}$ equal to zero, at $u_{0}$. (We continue to refer to the initial null hypersurface as $u_{0}$.) At $u_{0}$, we choose $x^{4}+\lambda^{2} y^{4}$ to generate the conformal mapping that initially sets $K_{A B}=0$. The first two $v$ derivatives of $y^{A}$, at $\mathscr{I}^{+}$, are then determined by (3.11) and then (3.6) ensures $K_{A B}$ remains zero up to its first three $v$ derivatives.

Transforming $K_{A B}$ and $L^{A}$ to zero in this way also
changes $\gamma_{A B}^{(0)}$. It is important to check that there is no change in $l^{2} \gamma^{(0)}{ }_{A B, l l}=\left(r^{2} \gamma_{A B, r}^{(0)}\right)$, so that the Newton-Cartan limit condition (1.5) is still valid in the new coordinate system. Interior to $\mathscr{I}^{+},(3.10)$ gives $y^{4}, t=0$ so that $y^{4}$ has no $l$ dependence and the $l$ derivatives of $\gamma_{A B}^{(0)}$ are not changed, as desired.

Assuming now that $L^{A}$ and $K_{A B}$ have been transformed to zero. We next transform $H$ to zero while keeping $x^{A^{\prime}}=x^{A}$ at $\mathscr{I}^{+}$, so that $L^{A}$ and $K_{A B}$ remain zero. After setting $v^{\prime}=v+\lambda^{2} y$, the condition that the new $H^{\prime}$ vanishes reduces to

$$
\begin{equation*}
y_{, v}=\left(1-e^{2 \lambda^{2} H}\right) / \lambda^{2} \tag{3.12}
\end{equation*}
$$

at $\mathscr{F}^{+}$. At $u_{0}$, we take $y=0$ so that the initial null hypersurface is unchanged. Then (3.12), or its higher $v$ derivative counterparts, determines all necessary $v$ derivatives at $\mathscr{I}^{+}$. It remains to check the change in $\gamma_{A B, l}^{(0)}$ under this transformation. At interior points, (3.10) gives

$$
y_{, I}=O\left(\lambda^{2}\right) \quad \text { and } \quad y_{, 1}^{A}=q^{A B} y_{, B}+O\left(\lambda^{2}\right)
$$

where we again set $x^{A}=x^{A}+\lambda^{2} y^{A}$ (but now with $y^{4}=0$ at $\left.\mathscr{F}^{+}\right)$. Thus $y^{4}=q^{A B} y_{, B} l+O\left(\lambda^{2}\right)$. As a result, $\gamma_{A B}^{(0)}$ and the leading order shear tensor $\gamma_{A B, l}^{(0)}$ change, but $\gamma_{A B, I l}^{(0)}$ remains unchanged.

Thus for the $\lambda$-dependent system there exists a conformal Bondi frame, at $u_{0}$, in which

$$
q^{A} q^{B} l^{2} \gamma_{A B, l l}=-4 q^{A} q^{B} \Phi_{: A B}^{*}+O(\lambda)
$$

or, equivalently,

$$
\psi=-2 \mathscr{P}_{1} \Phi^{*}+O(\lambda)
$$

The transformation to this frame preserves analyticity with respect to $\lambda$ and uniform smoothness with respect to $l$. Recall that the original coordinates for the physical spacetime covered a neighborhood of $u_{0}$ which was introduced to represent time derivatives at $u_{0}$ without explicitly reexpressing them, via evolution equations, in terms of derivatives intrinsic to $u_{0}$. The same applies to the conformal Bondi coordinates.

The original physical time $u$ and the slow motion Bondi time $v$ are related, at $u_{0}$, by

$$
\begin{equation*}
\lambda \frac{\partial}{\partial u}=\frac{\partial}{\partial v}+O\left(\lambda^{2}\right) \tag{3.13}
\end{equation*}
$$

where the remainder satisfies $(\partial / \partial u) O\left(\lambda^{2}\right)=O\left(\lambda^{2}\right)$.
As a result, the osculating Newton-Cartan limit conditions (2.6), at $u_{0}$, take the form in the Bondi frame

$$
\begin{gather*}
\left(\frac{\partial}{\partial v}\right)^{n} \psi=-2 \mathscr{P}_{1}\left(\lambda \frac{\partial}{\partial u}\right)^{n} \Phi^{*}+O\left(\lambda^{n+1}\right)  \tag{3.14}\\
0 \leqslant n \leqslant 3
\end{gather*}
$$

This implies certain slow motion properties of the Bondi frame, e.g., $\partial \psi / \partial v=O(\lambda)$ which follows from (3.13) and the fact that the $\lambda=0$ limit of $\partial \psi / \partial u$ exists. In particular, according to (2.12) and (3.13), we have, at $u_{0}$,

$$
\begin{equation*}
\lim _{l \rightarrow 0} l^{-3} \partial^{2} \psi_{, v v v}=3 \lambda^{3} Q_{, u u u}+O\left(\lambda^{4}\right) \tag{3.15}
\end{equation*}
$$

This is the key equation relating the quadrupole moment of
the background Newtonian system to the exterior field that will be used in the next section.

## IV. THE CALCULATION

In the interior space-time, four of Einstein's equations were replaced by the matter equations $T_{; \nu}^{\mu \nu}=0$. In the exterior, although $T^{\mu \nu}$ vanishes, the remaining hypersurface and gravitational evolution equations do not imply the vacuum equations unless the supplementary conditions $R_{00}$ $=R_{0 A}=0$ are imposed on some world tube. ${ }^{14} \mathrm{With}$ an interior, all radial integration constants can be fixed by smoothness conditions at the origin but, otherwise, those describing the mass and angular momentum must be initially specified on a spherical cross section of the world tube. The supplementary conditions then determine their time dependence. In the conformal Bondi frame constructed in the last section, we can choose this world tube to be $\mathscr{I}^{+}$, with the initial cross section at $u_{0}$.

An analysis of Einstein's equation in a conformal Bondi frame is given in Ref. 14 and the modifications to include $\ln r$ terms are discussed in Ref. 12. A brief $\lambda$-dependent version based upon those references is presented in Appendix B.

Here we need only consider the leading asymptotic behavior. In the conformal Bondi frame, the null data for the $\lambda$-dependent system corresponding to (2.17) has the asymptotic form

$$
\begin{equation*}
\psi=k l^{3}+\lambda^{2} j l^{3} \ln l+O\left(l^{4} \ln l\right) \tag{4.1}
\end{equation*}
$$

where $k_{, v}=O(\lambda)$ and $j_{, v}=O(\lambda)$, in terms of the slow time $v$. Integration of $q^{A} q^{B} l^{2} \gamma_{A B, l l}=\chi^{2} \psi$ then leads to

$$
q^{A} q^{B} \gamma_{A B}=ð^{2}\left[c l+\frac{1}{6}\left(k-\frac{5}{6} \lambda^{3} j\right) l^{3}\right.
$$

$$
\begin{equation*}
\left.+\frac{1}{6} \lambda^{3} j l^{3} \ln l\right]+O\left(l^{4} \ln l\right) \tag{4.2}
\end{equation*}
$$

where $c\left(v, x^{A}, \lambda\right)$ is a radial integration constant whose time derivative determines the Bondi news function.

The evolution equation (B5) gives $j_{, v}=0$ and

$$
\begin{equation*}
ð^{2} k_{, v}=-\frac{1}{2} ð^{2} \eta, \tag{4.3}
\end{equation*}
$$

where $\eta$ is a spin-weight 0 potential for the angular momentum aspect. The supplementary conditions (B6) and (B7) give

$$
\begin{align*}
& M_{, v}=\frac{1}{8} \delta^{2} \bar{\partial}^{2}(c+\bar{c})_{, v}-\left(\lambda^{2} / 4\right)\left(\partial^{2} c, v\right)\left(\bar{\partial}^{2} \bar{c}_{, v}\right) \text {, }  \tag{4.4}\\
& \partial \eta_{, v}=\varnothing\left[-2 M-\frac{1}{2} \bar{\partial}^{2} \bar{\partial}^{2}(\bar{c}-c)\right]+\lambda^{2}\left\{\frac{z}{\bar{\delta}} \partial\left[\left(\partial^{2} c\right) \bar{\partial}^{2} \bar{c}\right], v\right. \\
& \left.-2 ð\left[\left(\bar{\partial}^{2} \bar{c}\right) \partial^{2} c_{, v}\right]-\frac{3}{2}\left(\partial^{3} c\right) \bar{\partial}^{2} \bar{c}_{, v}+\frac{1}{2}\left(\partial \bar{\partial}^{2} \bar{c}\right) \partial^{2} c_{, v}\right\}, \tag{4.5}
\end{align*}
$$

where $M$ is the mass aspect. By taking the second $v$ derivative of (4.3), $M$ and $\eta$ can be eliminated via (4.4) and (4.5). There results

$$
\begin{align*}
\partial^{2} k_{, v v}= & \partial^{2}\left\{\frac{1}{8} \partial^{2} \bar{\partial}^{2}(\bar{c}+c)+\frac{1}{4} \partial^{2} \bar{\partial}^{2}(\bar{c}-c)\right\}_{, v} \\
& +\frac{1}{2} \lambda^{2} ð\left\{-\frac{1}{2} \partial\left[\left(\partial^{2} c_{, v}\right) \bar{\partial}^{2} \bar{c}_{, v}\right]\right. \\
& -\frac{3}{8} \partial\left[\left(\partial^{2} c\right)\left(\bar{\partial}^{2} \bar{c}\right)\right]_{, v v}+2 \varnothing\left[\left(\bar{\partial}^{2} \bar{c}\right) \partial^{2} c_{v,}\right]_{, v} \\
& \left.+\frac{3}{2}\left[\left(\partial^{3} c\right) \bar{\partial}^{2} \bar{c}_{, v}\right]_{, v}-\frac{1}{2}\left[\left(\bar{\partial}^{2} \bar{c}\right) \partial^{2} c_{, v}\right]_{, v}\right\} . \tag{4.6}
\end{align*}
$$

We now apply these results to our initial data at $u_{0}$. Since $\psi_{, v v v}=k_{, v v v} l^{3}+O\left(l^{4} \ln l\right)$, (3.15) implies that the righthand side of (4.6) must be $O\left(\lambda^{3}\right)$. That requires
$c_{v}=O\left(\lambda^{3}\right)$. Similary, since $Q$ is a pure spin-2 electric quadrupole, $(\bar{c}-c)=O\left(\lambda^{4}\right)$ and $\partial^{2} \bar{\delta}^{2} c_{, v}=24 c_{, v}+O\left(\lambda^{4}\right)$. Then (3.15) and (4.6) combine to give

$$
2 \partial^{2} c_{, v}=\lambda^{3} Q_{, u u u}+O\left(\lambda^{4}\right)
$$

Here the left-hand side is the news function (with the numerical factor chosen to agree with Bondi's original definition ). We have thus established, at $u_{0}$, the quadrupole radiation formula

$$
\begin{equation*}
N^{(0)}=Q_{, u u u} \tag{4.7}
\end{equation*}
$$

where $N^{(0)}$ is the leading order news function for the $\lambda$-dependent system. By construction of the initial null data, any space-time determined by this data must satisfy (4.7) at $u_{0}$. This establishes the initial Quadrupole Radiation Theorem stated in the Introduction.

## V. DISCUSSION

The theorem just established provides a rigorous model for the widely accepted idea that the quadrupole formula should approximately describe the radiation from a quasiNewtonian system. The theorem gives no error estimates but it does point to some possible causes of error. These can be separated into truncation error and evolution error.

Given data at $u_{0}$ for third-order Newtonian osculation, i.e., satisfying (2.6), the truncation error $N(\lambda)-N^{(0)}$, in the news function at $u_{0}$, arises from considering only the leading order term $N^{(0)}$. Although a general error bound might be difficult to obtain, the error for any specific system could be calculated numerically, using already developed codes in the axisymmetric case. ${ }^{10}$ From physical considerations, one would expect this error to be significant, say for $\lambda=1$, when the background Newtonian system had fluid velocities or escape velocities comparable to the velocity of light. And one would expect the approximation to be meaningless were the background incompatible with a $\lambda$ family of null cones because of caustics arising from strong light bending properties. Such nonperturbative effects would not be accessible by this approach. Also, there is the degenerate case in which the Newtonian $Q_{\text {,uuu }}$ vanishes, at $u_{0}$, so that $N^{(0)}=0$. On the basis of linearized theory, the next order term in the news function $N^{(1)}$ should then represent octupole radiation but, in our formalism, that would require an additional order of osculation with the Newtonian background.

This leads us to the issue of errors arising in the evolution. In the future of $u_{0}$, the $\lambda=0$ limit of the space-time evolved from the $\lambda$-dependent general relativistic data no longer exactly equals the background Newton-Cartan space-time. Thus the quadrupole formula would not continue to hold exactly. The consequent error in applying the formula could be attributed to a basic inadequacy in approximating a general relativistic system by a Newtonian one over both large time and distance scales. It would then be important to know over what time intervals the quadrupole formula remains a good approximation.

Another possible interpretation of the evolution error is in terms of the inadequacy of the initial data. The osculation at $u_{0}$ with the Newtonian background might be imposed to a higher order than (2.6). Osculation to all orders might even be demanded, as assumed in Ref. 7. A potential problem here
is that asymptotic flatness is already weakened to a logarithmic version for third-order osculation so that for higher orders the asymptotic behavior might not remain physically reasonable. Models of slow motion expansions for the nonlinear wave equation $\square \Psi+\Psi^{p}=S$, for $p \geqslant 3$, indicate that such drastic asymptotic behavior is inevitable at some order of osculation. ${ }^{15}$

Such deviations from asymptotic flatness stem from nonlinear, noncompact source terms. These terms are also responsible for backscattering, which obscures the degree to which the requirement of a Newton-Cartan limit eliminates incoming radiation. Can both of these difficulties be avoided by removing the troublesome nonlinear terms in setting up the initial data? (A method for removing logarithmic terms at third order was found for the dust model ${ }^{8}$ but it might not generalize naturally.) For example, the linearized version of the null cone formulation of Einstein's equations might be used for determining initial data, i.e., demand osculation to all orders between the Newton-Cartan and linearized spacetimes. No logarithm terms would arise at each order since the source terms would be compact. Given this data, one could compare its full nonlinear evolution with the background. All these considerations deserve further exploration.
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## APPENDIX A: QUASI-NEWTONIAN FORMULA

To calculate the $J$ 's introduced in Sec. II, Einstein's equation is expanded in terms of $\beta, Z, W, \alpha, \rho, v_{i}$, and $p$. In this process, it is convenient to express the contravariant two-metric $h^{A B}$, in terms of a dyad $h^{A B}=2 m^{(A} \vec{m}^{B)}$ with the expansion

$$
\begin{equation*}
m^{A}=\left(1+\lambda^{4} Q\right) q^{A}+\lambda^{2} P \bar{q}^{A} \tag{A1}
\end{equation*}
$$

in terms of the auxiliary variables $P$ and $Q$. The phase freedom in $m^{A}$ is fixed here by the requirements

$$
\left[m^{A}\right]_{r=0}=q^{A} \quad \text { and } \quad m^{A}{ }_{1} \bar{m}_{A}=0
$$

To the order required in this paper, only $P^{(0)}$ appears in the $J$ 's and may be reexpressed in terms of $\alpha^{(0)}$ by

$$
\begin{equation*}
2 P^{(0)}=-ð^{2} \int \alpha^{(0)} \tag{A2}
\end{equation*}
$$

Straightforward calculation then leads to

$$
\begin{align*}
& J_{\beta}=-8 \pi r^{2}\left(\rho+\lambda^{2} p\right)\left(1+\lambda v_{1}\right)^{2}-\frac{1}{2} \lambda^{2} r^{2}\left(\partial^{2} \alpha\right) \bar{\partial}^{2} \bar{\alpha}+O\left(\lambda^{4}\right),  \tag{A3}\\
& \partial_{Z}=16 \pi \lambda \sqrt{2} r^{2}\left(\rho+\lambda^{2} p\right)\left(1+\lambda v_{1}\right) q^{A} v_{A}+2 \lambda^{2}\left(r^{4} \beta \gamma Z_{, 1}\right)_{, 1} \\
& +\lambda^{2}\left[r^{4}\left(\partial^{2} \alpha\right) \bar{\varnothing} \bar{Z}\right]_{, 1}+r^{2} \lambda^{2}\left[P \not \overline{\bar{\delta}}^{2} \bar{\alpha}-\bar{P} ð^{3} \alpha-2(ð \bar{P}) \partial^{2} \alpha\right]+O\left(\lambda^{4}\right),  \tag{A4}\\
& J_{\omega}=-4 \pi\left[\rho r^{2}+\lambda^{2} \rho\left(2 r^{2} \beta+q^{A B} v_{A} v_{B}\right)-\lambda^{2} p r^{2}\right]-\left(3 \lambda^{2} / 2\right) \partial \bar{\varnothing}(P \bar{P})+\left(\lambda^{2} / 2\right) \partial(P \bar{\gamma} \bar{P})+\left(\lambda^{2} / 2\right) \bar{\gamma}(\bar{P} \gamma P) \\
& -\lambda^{2} \beta\left(\bar{\delta}^{2} P+\partial^{2} \bar{P}\right)+2 \lambda^{2} \beta(1-ð \bar{\varnothing}) \beta-\lambda^{2}(ð \beta) \bar{\partial} \beta-\lambda^{2} \bar{\delta}(P \bar{\varnothing} \beta)-\lambda^{2} ð(\bar{P} \gamma \beta)  \tag{A5}\\
& +\left(\lambda^{2} / 2 r^{2}\right)\left[r^{4} \bar{\delta}(P \bar{\jmath} \bar{Z})+r^{4} ð(\bar{P} ð Z)\right]_{, 1}-\left(\lambda^{2} r^{4} / 4\right)\left(\bar{\varnothing} \bar{Z}_{, 1}\right) ð Z_{, 1}+O\left(\lambda^{4}\right), \\
& \partial^{2} J_{\psi}=-16 \pi \lambda^{2} \rho\left(v_{A} q^{A}\right)^{2}-\lambda^{2}\left(r W \partial^{2} \alpha\right)_{, 1}-4 \lambda^{2} \beta \partial^{2} \beta-2 \lambda^{2}(\partial \beta)^{2}-4 \lambda^{2} P \partial \bar{\partial} \beta+2 \lambda^{2}[(\partial \beta) \bar{\partial} P-(\bar{\partial} \beta) ð P] \\
& +\lambda^{2} P \not \partial \bar{\varnothing}\left[r^{2}(Z+\bar{Z})\right]_{, 1}-\left(\lambda^{2} r^{4} / 2\right)\left(ð Z_{, 1}\right)^{2}+\lambda^{2} r^{2}\left(\bar{\partial} ð^{2} \alpha\right) ð Z+\left(\lambda^{2} r^{2} / 2\right)\left(\partial^{2} \alpha\right) ð \bar{\varnothing}(Z-\bar{Z}) \\
& +\lambda^{2}\left[(ð P)\left(r^{2} \bar{\varnothing} \bar{Z}\right)_{, 1}-(\bar{\varnothing} P)\left(r^{2} ð Z\right)_{, 1}\right]+O\left(\lambda^{4}\right) . \tag{A6}
\end{align*}
$$

It is convenient to have the following combination which appears in $S$ :

$$
\begin{align*}
\partial\left(J_{\beta}+J_{Z, 1}\right)= & -8 \pi r^{2} \partial\left[\left(\rho+\lambda^{2} p\right)\left(1+\lambda v_{1}\right)^{2}\right]+16 \pi \lambda \sqrt{2}\left[r^{2}\left(\rho+\lambda^{2} p\right)\left(1+\lambda v_{1}\right) q^{A} v_{A}\right]_{, 1} \\
& +\lambda^{2}\left\{r^{4}\left[2 \beta ð Z_{, 1}+\left(\partial^{2} \alpha\right) \bar{\varnothing} \bar{Z}\right]\right\}_{, 11}+\lambda^{2}\left[P \partial^{2}-\bar{P}^{3} \partial^{3}-2(\partial \bar{P}) \partial^{2}\right]\left(r^{2} \alpha\right)_{, 1}+O\left(\lambda^{4}\right) \tag{A7}
\end{align*}
$$

We now investigate the asymptotic behavior of $\psi^{(3)}$, at $u_{0}$. In accord with (2.11), it satisfies

$$
\begin{equation*}
\nabla^{2} \psi^{(3)}=S^{(3)} \tag{A8}
\end{equation*}
$$

where

$$
\begin{align*}
S^{(3)}= & \frac{2}{r^{3}}\left[r^{3} \psi_{, 0}^{(2)}\right]_{, 1}+\frac{1}{r^{3}}\left[r^{4}\left(\frac{J_{\psi}^{(3)}}{r}\right)_{, 1}\right]_{, 1} \\
& +\mathscr{P}_{1}\left(J_{\beta}^{(3)}+J_{Z, 1}^{(3)}\right) \tag{A9}
\end{align*}
$$

A theorem due to Persides ${ }^{16}$ will be helpful in that regard.

Theorem A: Let $f(\bar{r})$ be a continuous and bounded function. The necessary and sufficient conditions for $\nabla^{2} \phi=f$ to have a solution of the form

$$
\begin{equation*}
\Phi(\bar{r})=\sum_{k>0} \frac{\Phi_{k}(\theta, \phi)}{r^{1+k}} \tag{A10}
\end{equation*}
$$

outside some radius $r \geqslant r_{0}$ are

$$
\begin{equation*}
f(\bar{r})=\sum_{k>0} \frac{f_{k}(\theta, \phi)}{r^{3+k}} \tag{Al1}
\end{equation*}
$$

$$
\begin{equation*}
\oint f_{l}(\theta, \phi) Y_{l m}(\theta, \phi) d \Omega=0 \tag{A12}
\end{equation*}
$$

for $r \geqslant r_{0}$.
Before applying this theorem to the source $S^{(3)}$, we list some lower-order results which were established in Ref. 6 at any time $u$ for which the Newtonian limit condition (2.6) holds. In the region $r>r_{0}$, exterior to the matter source,

$$
\begin{align*}
& \alpha^{(n)}=-c_{(n)} / r^{2}+O\left(1 / r^{4}\right)  \tag{A13}\\
& P^{(n)}=-\partial^{2}\left(\frac{K^{(n)}}{2}+\frac{c^{(n)}}{2 r}\right)+O\left(\frac{1}{r^{3}}\right)  \tag{A14}\\
& \beta^{(n)}=H^{(n)}  \tag{A15}\\
& Z^{(n)}=L^{(n)}+\frac{2 H^{(n)}}{r}+\frac{(2+\partial \bar{\varnothing}) c^{(n)}}{2 r^{2}}+O\left(\frac{1}{r^{3}}\right) \tag{A16}
\end{align*}
$$

for $0 \leqslant n \leqslant 1$. Here $c^{(n)}, H^{(n)}$, and $L^{(n)}$ are independent of $r$ and satisfy

$$
\begin{equation*}
c^{(0)}-\bar{c}^{(0)}=0, \quad A^{(0)}=0, \quad A^{(1)}-\bar{A}^{(1)}=0 . \tag{A17}
\end{equation*}
$$

In addition, all the remainder terms in (A13)-(A16) are analytic in $1 / r$. Also, for $r \geqslant r_{0}, \psi_{0}^{(2)}$ has the form

$$
\begin{equation*}
\psi_{, 0}^{(2)}=\sum_{k>2} \frac{a_{k}(\theta, \phi)}{r^{1+k}}+\sum_{l>3} \frac{b_{l m} Y_{l m} \ln r}{r^{I+1}} \tag{A18}
\end{equation*}
$$

(Recall that neither $\psi$ nor $S$ have $l=0$ or $l=1$ parts.) The critical result is that there is no quadrupole contribution to the $\ln r$ series in (A18).

Using (A13)-(A17), direct substitution into (A2)(A9) leads to a $S^{(3)}$ of the form, for $r \geqslant r_{0}$,

$$
S^{(3)}=\left(2 / r^{3}\right)\left[r^{3} \psi_{0}^{(2)}\right]_{, 1}+O\left(1 / r^{5}\right)
$$

where the remainder is analytic in $1 / r$. Using (A18), we may then set

$$
\begin{equation*}
S^{(3)}=f+\sum_{l>2} \frac{A_{l m}}{r^{l+3}}+\sum_{l>3} \frac{b_{l m} Y_{l m} \ln r}{r^{l+2}} \tag{A19}
\end{equation*}
$$

for $r \geqslant r_{0}$ (where $r_{0}$ is chosen to be sufficiently large to guarantee convergence). Here $f$ satisfies the conditions of Theorem A and, furthermore, $f=O\left(1 / r^{5}\right)$. Thus, for $r \geqslant r_{0}$, a solution of $\nabla^{2} \Phi=f$, which vanishes at infinity, has the analytic form (A10), with $k \geqslant 2$. Also, for $r \geqslant r_{0}$, a solution of the Poisson equation, which vanishes at infinity and whose source is the $A_{l m}$ series in (A19), is given by

$$
-\sum_{l>2} \frac{A_{l m} Y_{l m} \ln r}{(2 l+1) r^{l+1}}
$$

so that it is $O\left(\ln r / r^{3}\right)$ and uniformly smooth with respect to $r$. A corresponding solution for the $B_{l m}$ series in (A19) is

$$
\sum_{l>3} \frac{B_{l m} Y_{l m}}{2 l r^{l}}\left[\frac{(2 l-1)}{2 l}-\ln r\right],
$$

which, again, is $O\left(\ln r / r^{3}\right)$ and uniformly smooth.
Summing these individual results, the contribution to $\psi^{(3)}$ for the source (A19), in the region $r \geqslant r_{0}$, is $O\left(\ln r / r^{3}\right)$ and uniformly smooth. Since the contribution from the compact region $r \leqslant r_{0}$ is analytic and $O\left(1 / r^{3}\right), \psi^{(3)}$ has the asymptotic behavior necessary to establish (2.17).

## APPENDIX B: $\lambda$-DEPENDENT CONFORMAL BONDI FRAME

We describe the $\lambda$-dependent solutions of Einstein's vacuum equations in terms of the conformally rescaled Bondi metric $\tilde{g}_{\mu \nu}=\Omega^{2} g_{\mu \nu}$ given by (3.7), with $h_{A B}=q_{A B}+\lambda^{2} \gamma_{A B}$, in the ( $v, l, x^{a}$ ) Bondi coordinates. We need only terms up to the orders in $\lambda$ and $l$ corresponding to the remainder terms in the logarithmically asymptotically flat ${ }^{12}$ null data

$$
\begin{align*}
\gamma_{A B}= & l c_{A B}+\frac{\lambda^{2} l^{2}}{4} q_{A B} c^{D E} c_{D E} \\
& +\frac{l^{3}}{6}\left(k_{A B}-\frac{5}{6} \lambda^{3} j_{A B}\right)+O\left(l^{4}\right) \\
& +\lambda^{3}\left[\left(l^{3} \ln l / 6\right) j_{A B}+O\left(l^{4} \ln l\right)\right] \tag{B1}
\end{align*}
$$

(where indices are raised with respect to $q^{A B}$; i.e., $c^{A B}=q^{A D} q^{B E} c_{D E}$ ). Here $c_{A B}, k_{A B}$, and $j_{A B}$ are $l$ independent but $\lambda$ dependent, the remainders are uniformly smooth and $j_{A B}$ represents the leading order logarithmic dependence. The condition that $h^{A B} \gamma_{A B, 1}=0$ dictates the form of the $O\left(l^{2}\right)$ term in (B1) and also leads to the trace conditions $q^{A B} c_{A B}=q^{A B} k_{A B}=q^{A B} j_{A B}=0$. Introducing potentials $q^{A} q^{B} c_{A B}=\partial^{2} c, q^{A} q^{B} k_{A B}=\partial^{2} k$, and $q^{A} q^{B} j_{A B}=\partial^{2} j$, the data (B1) leads to (4.2).

The radial integrals of the hypersurface equations ${ }^{14}$ give, for the data (B1),

$$
\begin{align*}
\beta= & -\left(\lambda^{2} l^{2} / 32\right) c^{A B} c_{A B}+O\left(l^{4}\right)+\lambda^{5} O\left(l^{3} \ln l\right)  \tag{B2}\\
U_{A}= & -\left(r^{2} / 2\right) c_{A B}^{: B}+\left(l^{3} / 3\right) N_{A}+O\left(l^{4}\right) \\
& +\lambda^{3} O\left(l^{4} \ln l\right)  \tag{B3}\\
W= & -2 M+O(l)+\lambda^{3} O(l \ln l) \tag{B4}
\end{align*}
$$

where $M$ and $N_{A}$ are the mass and angular momentum aspects, respectively. The evolution equation and supplementary conditions give

$$
\begin{align*}
& q^{A} q^{B}\left(l^{-1} \gamma_{A B, v}\right)_{, l} \\
&=-(l / 3) q^{A} q^{B} N_{A: B}+O\left(l^{2}\right)+l^{3} O\left(l^{2} \ln l\right)  \tag{B5}\\
& M_{, v}= \frac{1}{4} c^{A B}{ }_{, v: A B}-\left(\lambda^{2} / 8\right) c^{A B}{ }_{, v} c_{A B, v}  \tag{B6}\\
& N_{A, v}=-2 M_{, A}-\left(c_{B D}{ }^{: D}{ }_{A}-c_{A D}{ }_{B}{ }^{: B}\right. \\
&+\lambda^{2}\left[-\frac{5}{16}\left(c^{D E} c_{D E}\right)_{, v A}-\frac{1}{2} c^{B D}{ }_{: A} c_{B D, v}\right. \\
&\left.+c_{A B} e_{, v: D}^{B D}-c^{B D} c_{A D, v: B}\right] \tag{B7}
\end{align*}
$$

After setting $ð \eta=\sqrt{2} q^{4} N_{A}$ and rewriting in terms of spin-weighted quantities, substitution of the null data (B1) into the evolution equation (B5) leads to $j_{, v}=0$ and (4.3). Similarly, the supplementary conditions (B6) and (B7) lead to (4.4) and (4.5).
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It is pointed out that a certain class of classical relativistic action at a distance theories contains a cutoff which eliminates self-interaction of the particles. This cutoff is put in by hand, but one might hope that eventually it may be produced by considerations of space-time in the small. This class of theories is extended from models that closely mimic classical electrodynamics to models that resemble Yang-Mills and gravity.

## I. INTRODUCTION AND SUMMARY

Classical relativistic theories that describe the interaction between point particles have been discussed by several authors. ${ }^{1}$ Here we shall concentrate on those theories which are of the type where the interaction is given by manifestly covariant integrodifferential equations. ${ }^{1-10}$

First, in Sec. II, we discuss the familiar vector case, which, loosely speaking, corresponds to the exchange of vector particles in field theory. This case closely mimics electrodynamics, as is familiar from the work of Tetrode and Fokker ${ }^{2}$ and Wheeler and Feynman. ${ }^{3}$ We show that from our point of view ${ }^{5}$ a cutoff at short distances, which eliminates self-interactions, is contained in a natural way. The precise details of the cutoff are put in by hand (for instance that it is related to the Planck length); it would be desirable to derive these properties from those of space-time in the small. The cutoff may be described briefly in terms of classical field theory by saying that the particles react to the field locally, but do not produce the field locally.

Section III contains a model that mimics the YangMills theory. This model is mainly used to facilitate the discussion of the model of gravity of Sec. IV, which eventually turns out to be simpler. Just like the model of Sec. II, the Yang-Mills model is defined in Minkowski space, and it also contains a similar cutoff. The difference with the model of Sec. II is in the "quanta" that are being exchanged. In the model of Sec. II the quanta are rather different from the particles, thus one has an "action at a distance" theory of interactions between particles. The quanta of Sec. III still differ from particles: the particles have infinite timelike world lines, whereas the quanta have finite spacelike world lines and carry infinitesimal four-momentum. The equations for those world lines are, however, rather similar and both particles and quanta exchange quanta. Thus instead of an action at a distance theory one obtains a model where "particles" are exchanged.

Section IV contains a proposal for a model of gravity which has some similarity to the model of Sec. III. It differs from the model of Ref. 8 in several ways, one of which is that

[^13]it contains a cutoff. The difference with general relativity is small for large distances, but quite striking at short distances. The cutoff is natural at the Planck length now. Particles within that length do not interact. In particular there is no self-interaction for particles. Thus one expects no real singularities, no infinite tidal forces as occur in general relativity (making classical relativity inconsistent within itself). The model of Sec. IV is therefore perhaps of interest in the study of black holes. Also one wonders, in view of superstring theory, which claims it provides a finite quantum theory of gravity, ${ }^{11}$ what the classical limit of that theory might be. The quanta of Sec. IV, just like those of Sec. III, take on more and more particle properties. One might say that instead of an action at a distance model one has a particle model.

## II. VECTOR INTERACTION

We begin by giving the familiar classical action which describes the electromagnetic field in interaction with a relativistic point particle. The action is ${ }^{12}$

$$
\begin{align*}
S= & -m \int d s\left[\eta_{\mu v} \frac{d x^{\mu}}{d s} \frac{d x^{\nu}}{d s}\right]^{1 / 2}-\frac{1}{4} \int d x F^{\mu \nu} F_{\mu \nu} \\
& -e \int d s A_{\mu}(x) \frac{d x^{\mu}}{d s} \tag{2.1}
\end{align*}
$$

Here $\eta_{\mu v}$ is the metric of Minkowski space with diagonal elements $+1,-1,-1,-1$;

$$
\begin{equation*}
F_{\mu \nu}=\partial_{\mu} A_{\nu}-\partial_{\nu} A_{\mu} \tag{2.2}
\end{equation*}
$$

The parameter $s$ is an arbitrary but monotonously increasing parameter along the world line of the particle. Notice that the action (2.1) is invariant for chronometric transformations ${ }^{13}$

$$
\begin{equation*}
s^{\prime}=g(s) \tag{2.3}
\end{equation*}
$$

as well as for gauge transformations

$$
\begin{equation*}
A_{\mu} \rightarrow A_{\mu}+\partial_{\mu} \Lambda \tag{2.4}
\end{equation*}
$$

The latter transformations lead to

$$
\delta S=-\int d s \partial_{\mu} \Lambda \frac{d x^{\mu}}{d s}=-\int d s \frac{d}{d s} \Lambda(x(s))=0
$$

where the last equal sign follows if one assumes $\Lambda(x)$ to have finite support.

The equations of motion are familiar,

$$
\begin{align*}
& m \ddot{x}^{\mu}=e F^{\mu v} \dot{x}_{v}  \tag{2.5a}\\
& F_{\mu v, \sigma}+F_{\sigma \mu, v}+F_{v \sigma, \mu}=0,  \tag{2.5b}\\
& F_{, v}^{\mu v}=\dot{j}^{\mu} \tag{2.5c}
\end{align*}
$$

with

$$
\begin{equation*}
j^{\mu}=e \int d \tau \delta^{4}\left(x-x(\tau) \mid \dot{x}^{\mu}(\tau)\right. \tag{2.5d}
\end{equation*}
$$

where we choose $s$ to be the proper time $\tau$. In classical electrodynamics one limits oneself to retarded wave solutions of (2.5c).

The action at a distance approach ${ }^{2-5}$ does not attempt to treat the electromagnetic field as an independent entity. Photons are not emitted but rather exchanged between particles or between particles and an "absorber." 3.7 This approach is remarkably successful although there are some questions about initial data to which we shall refer briefly at the end of this section.

One may write a formal action for the action at a distance theory which corresponds to (2.1). ${ }^{6}$ Limiting oneself to two particles it is

$$
\begin{align*}
S^{1}= & m_{1} \int d s_{1} \sqrt{\eta_{\mu \nu} \dot{x}_{1}^{\mu} \dot{x}_{1}^{v}}-m_{2} \int d s_{2} \sqrt{\eta_{\mu \nu} \dot{x}_{2}^{\mu} \dot{x}_{2}^{v}} \\
& -2 e_{1} e_{2} \int d s_{1} \int d s_{2} \eta_{\mu \nu} \dot{x}_{1}^{\mu} \dot{x}_{2}^{v} f\left(\rho^{2}\right) \tag{2.6}
\end{align*}
$$

Here $\dot{x}_{1}^{\mu}$ stands for $\left(d / d s_{1}\right) x_{1}^{\mu}\left(s_{1}\right)$;

$$
\begin{equation*}
\rho^{2}=\left(x_{1}-x_{2}\right)^{\mu}\left(x_{1}-x_{2}\right)^{v} \eta_{\mu v} \tag{2.7}
\end{equation*}
$$

the function $f$, which has dimension (length) ${ }^{-2}$, is arbitrary except that we take it as nonzero only for spacelike values of $\left(x_{1}-x_{2}\right)$, i.e., for $\rho^{2}<0$.

What is to be varied in (2.6) consists of the two world lines $x_{1}^{\mu}\left(s_{1}\right)$ and $x_{2}^{\mu}\left(s_{2}\right)$ of the particles. If $f\left(\rho^{2}\right)=0$ except for $\rho^{2}<0$, then there is no self-interaction as we shall discuss shortly, and the equations of motion may be written with the aid of the vector field

$$
\begin{align*}
A^{\mu}(x)= & e_{1} \int d s_{1} \dot{x}_{1}^{\mu}\left(s_{1}\right) f\left(\left(x-x_{1}\left(s_{1}\right)\right)^{2}\right) \\
& +e_{2} \int d s_{2} \dot{x}_{2}^{\mu}\left(s_{2}\right) f\left(\left(x-x_{2}\left(s_{2}\right)\right)^{2}\right) \tag{2.8}
\end{align*}
$$

Using (2.8) and using for $s_{1}$ and $s_{2}$ the proper times $\tau_{1}$ and $\tau_{2}$ one obtains the equations

$$
\begin{align*}
& m_{1} \ddot{x}_{1}^{\mu}=e_{1} F^{\mu v}\left(x_{1}\right) \dot{x}_{1 v},  \tag{2.9a}\\
& m_{2} \ddot{x}_{2}^{\mu}=e_{2} F^{\mu v}\left(x_{2}\right) \dot{x}_{2 v}, \\
& F_{\mu v, \sigma}+F_{o \mu, v}+F_{v \sigma, \mu}=0 . \tag{2.9b}
\end{align*}
$$

Comparing (2.9a), (2.9b), (2.8) with (2.5a), (2.5b), ( 2.5 c ), ( 2.5 d ) we see that the two first pairs agree. The particles in (2.9a) and (2.9b) react locally to the field just as in (2.5a) and (2.5b). However, (2.8) replaces (2.5c) and (2.5d); the particles no longer produce the field locally, as we shall discuss.

Returning to the function $f\left(\rho^{2}\right)$ in (2.6) we will assume that it has a cutoff at short distances $D$ :

$$
\begin{equation*}
f\left(\rho^{2}\right)=0, \text { for } \rho^{2}>-D^{2} \tag{2.10}
\end{equation*}
$$

There is an additional condition on $f$ which comes from the
demand that as the particles separate the forces approach zero. ${ }^{5}$ It is

$$
\begin{equation*}
\int d \rho^{2} \frac{d}{d \rho^{2}} f\left(\rho^{2}\right)=0 \tag{2.11}
\end{equation*}
$$

Within the conditions (2.10) and (2.11) the function $f$ is arbitrary. In fact there is a mapping between the function $f$ and the nonrelativistic potential function to which it leads. ${ }^{6}$

Besides including a rather arbitrary function $f$ the type of interaction [(2.10) and (2.11)] has two advantages which we illustrate for

$$
\begin{equation*}
f\left(\rho^{2}\right)=\delta\left(\rho^{2}+D^{2}\right) \tag{2.12}
\end{equation*}
$$

The first advantage is obvious from Fig. 1. The world line $x_{2}$ is closer to $x_{1}(\tau)$ than $D$; therefore, there is no interaction (at least for a segment of $x_{1}$ around $\tau_{1}$ ), and we have "asymptotic freedom." In particular there is no self-interaction and one may write (2.8) for all $x$. Wheeler-Feynman electrodynamics ${ }^{3}$ also has no self-interaction, but it is by definition, not built in as with (2.12). In the case of WheelerFeynman electrodynamics this lack of self-interaction leads to trouble when quantizing and kinking a world line backwards to represent a pair; one obtains a noninteracting elec-tron-position pair. ${ }^{14}$

The Fokker-Tetrode action which leads to WheelerFeynman electrodynamics is obtained from (2.6) by setting

$$
\begin{equation*}
f\left(\rho^{2}\right)=\delta\left(\rho^{2}\right) \tag{2.13}
\end{equation*}
$$

The equation of motion may not be written as (2.9) with (2.8), as the self-field must be explicitly excluded. This selffield is excluded in (2.6), but not in (2.8) and (2.9), which may only be written provided ( 2.10 ) is satisfied. The choice (2.13) thus leads to Wheeler-Feynman (WF) electrodynamics which is a form of electrodynamics with half-retarded half-advanced Green's functions. This half-advanced half-retarded electrodynamics turns into the observed retarded form of electrodynamics if one puts in an absorber. ${ }^{3,7}$ This elegant device ascribes the appearance of retarded Green's functions to the increase of entropy in the large.


FIG. 1. No interaction for world lines close together.


FIG. 2. For large distance the interaction approaches the WF interaction.
Notice that $f$ in (2.6) and (2.8) is symmetric and classical electrodynamics with $f=\delta\left(\rho^{2}\right) \theta\left(x^{0}\right)$ is not possible. However, if one is willing to give up the action principle one might proceed with this choice in (2.8).

The second advantage has to do with the fact that obviously (2.12) is close to (2.13) and thereupon to electrodynamics. For distances $\sigma$ large compared to $D$ of (2.12), the interaction rapidly approaches the WF interaction (2.13). In Fig. 2 an estimate is made for the length of proper time $\Delta \tau$ between passing through the lightcone based on 0 and through the spatial hyperboloid $\rho^{2}=-D^{2}$ for a particle with world line $x_{2}$ (Ref. 5). In the triangle $\mathrm{OPR}, \mathrm{OP}=\sigma_{21}$ is the spatial distance of O as seen in the frame of $x_{2}$ as it crosses the advanced lightcone from O . We have $\mathrm{RP}=\mathrm{OP}=\sigma_{21}$, where RP is along the time axis of that frame. We assume $\Delta \tau$ is so short that we may measure it along the straight RQ. Then one has

$$
\mathrm{PQ}^{2}-\mathrm{OP}^{2}=-D^{2}
$$

or

$$
(\mathrm{OP}-\Delta \tau)^{2}-\mathrm{OP}^{2}=-D^{2}
$$

hence

$$
2 \sigma_{21} \Delta \tau=D^{2}+\Delta \tau^{2}
$$

or

$$
\begin{equation*}
\Delta \tau \sim D^{2} / 2 \sigma_{21} \tag{2.14}
\end{equation*}
$$

Taking $D$ small, say the Planck length, it is obvious that $\Delta \tau$ approaches zero rapidly as $\sigma_{21}$ increases, justifying the assumption made in establishing (2.14).

Next we wish to discuss the conservation laws of linear and angular momentum in a way similar to that of Refs. 5 and 6. We shall need these results in the next sections. Equations (2.9) may be written

$$
\begin{align*}
& \dot{p}_{1}^{\mu}=2 e_{1} e_{2} \int d \tau_{2} \dot{x}_{1} \cdot \dot{x}_{2}\left(x_{1}-x_{2}\right)^{\mu} f^{\prime},  \tag{2.15a}\\
& \dot{p}_{2}^{\mu}=2 e_{1} e_{2} \int d \tau_{1} \dot{x}_{1} \cdot \dot{x}_{2}\left(x_{2}-x_{1}\right)^{\mu} f^{\prime}, \tag{2.15b}
\end{align*}
$$

where $f^{\prime}\left(\rho^{2}\right)=\left(d / d \rho^{2}\right) f\left(p^{2}\right)$, and where


FIG. 3. Exchange of linear four-momentum between world lines.

$$
\begin{align*}
& p_{1}^{\mu}=m \dot{x}_{1}^{\mu}+2 e_{1} e_{2} \int d \tau_{2} f f_{2}^{\mu},  \tag{2.16a}\\
& p_{2}^{\mu}=m \dot{x}_{2}^{\mu}+2 e_{1} e_{2} \int d \tau_{1} f x_{1}^{\mu} \tag{2.16b}
\end{align*}
$$

Thus, as illustrated in Fig. 3, the interaction may be seen as an exchange of four-momentum between pairs of spacelike events $x_{1}\left(\tau_{1}\right), x_{2}\left(\tau_{2}\right)$. With (2.15) the amount of four-momentum exchanged is

$$
\begin{equation*}
\Delta p^{\mu}=-2\left(x_{1}-x_{2}\right)^{\mu} e_{1} e_{2} d \tau_{1} d \tau_{2}\left(\dot{x}_{1} \cdot x_{2}\right) f^{\prime} . \tag{2.17}
\end{equation*}
$$

As this four-momentum is in the direction of $x_{1}-x_{2}$, there will be conservation of six angular momentum as well as of four-momentum. This is quite analogous to Newtonian mechanics, which may be described by the (instantaneous) transfer of linear momentum between points in Euclidean space. If the exchange in Newton's theory has the direction of the vector between the points, one has three angular momentum conservation laws as well as three linear momentum conservation laws. The difference between the relativistic case and the Newtonian one is twofold. First the relativistic case has four more conservation laws. Second, however, the exchange is not instantaneous. Thus, in Fig. 3, when computing the total linear (or angular) momentum of the system at $t=0$ (intersecting the orbits at $\tau_{10}$ and $\tau_{20}$ ) one must take into account the linear (or angular) momentum in transit at that time. For instance, the total linear momentum at $t=0$ (given by $\tau_{10}$ and $\tau_{20}$ ) is ${ }^{5,6}$

$$
\begin{align*}
P^{\mu}\left(\tau_{10}, \tau_{20}\right)= & p_{1}^{\mu}\left(\tau_{10}\right)+p_{2}^{\mu}\left(\tau_{20}\right) \\
& -2\left(\int_{-\infty}^{\tau_{10}} d \tau_{1} \int_{\tau_{20}}^{\infty} d \tau_{2}-\int_{\tau_{10}}^{\infty} d \tau_{1} \int_{-\infty}^{\tau_{20}} d \tau_{2}\right) \\
& \cdot e_{1} e_{2} \dot{x}_{1}^{\alpha}\left(\tau_{1}\right) \dot{x}_{2}\left(\tau_{2}\right)_{\alpha} f^{\prime}\left(x_{1}^{\mu}\left(\tau_{1}\right)-x_{2}^{\mu}\left(\tau_{2}\right)\right) . \tag{2.18}
\end{align*}
$$

With (2.17) one may check that $P^{\mu}\left(\tau_{10}, \tau_{20}\right)$ is conserved as

$$
\begin{equation*}
\frac{d}{d \tau_{10}} P^{\mu}\left(\tau_{10}, \tau_{20}\right)=\frac{d}{d \tau_{20}} P^{\mu}\left(\tau_{10}, \tau_{20}\right)=0 \tag{2.19}
\end{equation*}
$$

Before summarizing this section we shall briefly mention two topics: causality and initial conditions.

If one defines causality to be the condition that small disturbances do not propagate with a speed faster than light, then the present proposal looks acausal. However, at first sight also Wheeler-Feynman electrodynamics looks acausal; actually it is causal with suitable boundary conditions (absorber).$^{3,7}$ For (2.12) an absorber can be introduced and then for $D$ small one would expect that the acausality will be hard to observe in a realistic case.

As for initial condition (2.8), (2.9) suggest a perturbative solution starting with two straight world lines. For a limited class of functions $f$ one can show that this perturbation series converges, suggesting that the appropriate initial conditions for these equations for $N$ particles are the $6 N$ spatial positions and velocities of the particles at one instant of time. Wheeler-Feynman electrodynamics has an $f$ outside this class of functions mentioned. The situation is thus less clear and it has often been argued that one needs an infinite set of initial conditions at one instant of time ${ }^{3,4,15}$ (representing the degrees of freedom of the suppressed $A_{\mu}$ field).

To summarize, let us assume $f$ to satisfy (2.10); for instance let it be given by (2.12) with $D$ small. Then, Eqs. (2.9) show particles which react locally to a field which resembles the electromagnetic field at distances large compared to $D$ [see (2.14)]. Equation (2.8) shows that the field is not produced locally. The field (2.8) is zero along the world line of the particle which produces it. Actually it is zero inside a tube of radius $D$ around the world line of that particle. It is as if in producing the field the charge has been pushed out a distance $D$, whereas in reacting to the field it is centered on the world line of the particle.

## III. "YANG-MILLS" INTERACTION

First, let us review the classical action describing a relativistic point particle carrying an isotopic spin $I^{a}(s)$ along its world line $x^{\mu}(s)$ in interaction with a Yang-Mills field $A_{\mu}^{a}$. It is given by ${ }^{16}$
$S_{Y}=-m \int d s\left[\eta_{\mu \nu} \frac{d x^{\mu}}{d s} \frac{d x^{\nu}}{d s}\right]^{1 / 2}-\int d x \frac{1}{4 g^{2}} G_{\mu \nu}^{a} G^{a \mu \nu}$

$$
\begin{equation*}
-\int d s \frac{d x^{\mu}}{d s}(s) I^{a}(s) A_{\mu}^{a}(x(s)) \tag{3.1a}
\end{equation*}
$$

Here

$$
\begin{align*}
& G_{\mu \nu}^{a}=g F_{\mu \nu}^{a}-g^{2} \epsilon^{a b c} A_{\mu}^{b} A_{\nu}^{c},  \tag{3.1b}\\
& F_{\mu \nu}^{a}=\partial_{\mu} A_{v}^{a}-\partial_{\nu} A_{\mu}^{a} . \tag{3.1c}
\end{align*}
$$

The action (3.1a) is invariant under gauge transformation of the Yang-Mills field $A_{\mu}^{a}$

$$
\begin{equation*}
A_{\mu}^{a} \rightarrow A_{\mu}^{a}+\partial_{\mu} \Lambda^{a}+g \epsilon^{a b c} A_{\mu}^{b} \Lambda^{c}, \tag{3.2}
\end{equation*}
$$

provided

$$
0=\int d s \frac{d x^{\mu}}{d s} I^{a}\left(\partial_{\mu} \Lambda^{a}+g \epsilon^{a b c} A_{\mu}^{b} \Lambda^{c}\right)
$$

or

$$
0=\int d s I^{a} \frac{d}{d s} \Lambda^{a}+\int d s \frac{d x^{\mu}}{d s} I^{a} g \epsilon^{a b c} A_{\mu}^{b} \Lambda^{c}
$$

Taking the function $\Lambda_{\mu}^{a}$ of finite support and otherwise arbitrary, this implies the constraint

$$
\begin{equation*}
\frac{d}{d s} I^{a}(s)=g \epsilon^{a b c} I^{b}(s) A_{\mu}^{c}(x(s)) \dot{x}^{\mu}(s) \tag{3.3}
\end{equation*}
$$

In other words the equation of motion for the isotopic spin needs no separate derivation. The other equations of motion are, choosing for $s$ the proper time $\tau$,

$$
\begin{align*}
& m \ddot{x}^{\mu}=G^{a \mu \nu} \dot{x}_{\nu} I^{a}  \tag{3.4}\\
& D_{\mu}^{a b} G^{b \mu \nu}(x)=\int d \tau \delta(x-x(\tau)) \dot{x}^{\mu}(\tau) I^{a}(\tau) \tag{3.5}
\end{align*}
$$

where

$$
\begin{equation*}
D_{\mu}^{a b} G^{b \mu \nu}=\partial_{\mu} G^{a \mu \nu}+g \epsilon^{a b c} A_{\mu}^{b} G^{c \mu \nu} . \tag{3.6}
\end{equation*}
$$

The fact that $D^{c a}$ on the left-hand side of (3.5) gives zero again implies the constraint (3.3).

Next we attempt to set up a somewhat similar action at a distance theory. First, we set up an exchange of linear momentum and isotopic spin which mimics the structure of the preceding section with the additional global conservation law of isospin. In analogy with (2.17) and Fig. 3 one would suggest as the simplest exchange which conserves total isospin as well as the length of each isospin:
$\Delta p^{\mu}=-2\left(x_{1}-x_{2}\right)^{\mu} g^{2} \dot{x}_{1}^{\alpha} \dot{x}_{2 \alpha} I_{1}^{a} I_{2}^{a} f^{\prime}\left(\rho^{2}\right) d \tau_{1} d \tau_{2}$,
$\Delta I^{a}=g^{2} \dot{x}_{1}^{\alpha} \dot{x}_{2 \alpha} I_{2}^{b} I_{1}^{c} \epsilon^{a b c} f\left(\rho^{2}\right) d \tau_{1} d \tau_{2}$.
The conservation laws of linear four- and angular six-momentum follow from an argument similar to that given in Sec. II near Eq. (2.18).

Using proper times the equations of motion for the particles are

$$
\begin{align*}
& m_{1} \ddot{x}_{1}^{\mu}=g F^{a \mu v}\left(x_{1}(\tau)\right) I^{a}\left(\tau_{1}\right) \dot{x}_{1 v}\left(\tau_{1}\right),  \tag{3.9}\\
& \dot{I}^{a}\left(\tau_{1}\right)=g \epsilon^{a b c} A_{\mu}^{c} \dot{x}_{1}^{\mu} I_{1}^{b}\left(\tau_{1}\right) \tag{3.10}
\end{align*}
$$

where

$$
\begin{align*}
A_{\mu}^{b}(x)= & g \int d s_{1} \dot{x}_{1 \mu}\left(\tau_{1}\right) I_{1}^{b}\left(\tau_{1}\right) f\left(\left(x-x_{1}\right)^{2}\right) \\
& +g \int d s_{2} \dot{x}_{2 \mu}\left(\tau_{2}\right) I_{2}^{b}\left(\tau_{2}\right) f\left(\left(x-x_{2}\right)^{2}\right), \tag{3.11}
\end{align*}
$$

the equations for $\ddot{x}_{2}$ and $I_{2}^{a}$ being similar to (3.9).
Equation (3.10) is identical to (3.3), and (3.9) lacks the $A^{2}$ term of (3.4). As there is conservation of the quantities of isospin and linear and angular momentum one might stop at this point. The equations lack the nice geometric structure of the equations that follow from (3.1).

Equations (3.7)-(3.11) imply a sharp difference between particles and quanta. Along the quantum lines $\Delta p^{\mu}$ and $\Delta I^{\alpha}$ are transported without change. Along the world lines of the particles the linear momentum $m \dot{x}^{\mu}$ changes, keeping its length, and the isospin is parallel transported with a connection

$$
\begin{equation*}
\epsilon^{a b c} A_{\mu}^{c}(x) \tag{3.12}
\end{equation*}
$$

It is tempting to remove this particular difference between
particles and quanta. The removal of the difference leads to a proliferation of quanta, as we shall see.

An equivalent approach is to restore the invariance for local gauge transformation (3.2). This implies replacing $F^{a \mu \nu}$ in (3.9) with the properly transforming $G^{a \mu v}$ of (3.1a);

$$
\begin{equation*}
m_{1} \ddot{x}_{1}^{\mu}=g G^{a \mu \nu}\left(x_{1}\left(\tau_{1}\right)\right) I^{a}\left(\tau_{1}\right) \dot{x}_{1 v}\left(\tau_{1}\right) \tag{3.13}
\end{equation*}
$$

as well as demanding that the quanta also transport linear momentum and isospin as in (3.13), (3.10). The quanta have spacelike world lines, which may be parametrized by proper length. One has

$$
\begin{align*}
& \left(\dot{I}_{Q}^{a}\right)=g \epsilon^{a b c} A_{\mu}^{c}\left(x_{Q}\right) I_{Q}^{b} \dot{x}_{Q \mu}  \tag{3.14}\\
& m_{Q} \ddot{x}_{Q}^{\mu}=g G^{a \mu \nu}\left(x_{Q}\right) \dot{x}_{Q v} I_{Q}^{a} \tag{3.15}
\end{align*}
$$

Here $m_{Q}$ is the inertia of the quantum and $I_{Q}^{a}$ is the isospin which it carries:

$$
\begin{align*}
m_{Q}= & 2 d(1,2) g^{2}\left(\dot{x}_{1}^{\mu} P_{\mu, \beta}(1,2) \dot{x}_{2}^{\beta}\right) \\
& \times\left(I_{1}^{a} P_{a, b}(1,2) I_{2}^{b}\right) f^{\prime}\left(d^{2}(1,2)\right) d \tau_{1} d \tau_{2}  \tag{3.16}\\
I_{Q}^{a}= & g^{2}\left(\dot{x}_{1}^{u} P_{\mu, \beta}(1,2) \dot{x}_{2}^{\beta}\right) \epsilon^{a b c} P_{c, d}(Q, 1) I_{1}^{d} P_{b, e}(Q, 2) \\
& \times I_{2}^{e} f\left(d^{2}(1,2)\right) d \tau_{1} d \tau_{2} \tag{3.17}
\end{align*}
$$

In the last pair of formulas $d(1,2)$ is the proper distance along the world line from $x_{1}\left(\tau_{1}\right)$ to $x_{2}\left(\tau_{2}\right) ; P_{\mu, \beta}(1,2)$ stands for Fermi-Walker transport along that world line of the following $\dot{x}_{2}^{\beta} ; P_{a, b}(Q, 1)$ stands for parallel transport using $A_{\mu}^{a}(x)$ along the same world line from $x_{1}\left(\tau_{1}\right)$ to $x_{Q}$. As lowest order approximation one has $d^{2}(1,2)=\left(x_{1}-x_{2}\right)^{2}$; $P_{a, b}=\delta_{a b} ; P_{\mu, \beta}=\eta_{\mu \beta}$, describing the properties of the quantum (3.7) and (3.8). The generalization of (3.7) is

$$
\Delta p^{\mu}=m_{Q} \dot{x}_{Q}^{\mu}+I_{Q}^{a} A^{a \mu}
$$

But now, (3.14) and (3.15) imply that other quanta are being exchanged between the quanta and the particles, and between quanta and quanta, etc. The quanta react to and become sources of the field and one has a proliferation of quanta. Note that this proliferation does not happen for "electrodynamics" as the quanta do not carry charge; $I_{Q}^{a}$ is then zero in (3.14) and (3.15).

Before proceeding with this let us point out another complication: $G^{a \mu \nu}$ of (3.14) contains an $A^{2}$ term [see (3.1a)]. This implies a simultaneous exchange of linear momentum between an event on one world line with two events on other world lines (triangular exchange). Does this violate the conservation laws? The extra contribution to $m_{1} \ddot{x}_{1}^{\mu}$ is $g^{3} \int d \tau_{2} d \tau_{2}^{\prime} \dot{x}_{2}^{u}\left(\tau_{2}^{\prime}\right) \dot{x}_{1} \cdot \dot{x}_{2} I_{1}^{a} I_{2}^{b} I_{2}^{c}, \epsilon^{a b c} f\left((1,2)^{2}\right) f\left(\left(1,2^{\prime}\right)^{2}\right)$.
By symmetry this is perpendicular to $\dot{x}_{1}^{\mu}$ and via a partial integration over $d \tau_{2}^{\prime}$ (which is allowed as the support of $f$ is nonzero only outside the lightcone and as the world line 2 is timelike) this can be put in the form

$$
\begin{aligned}
\Delta^{\prime} p^{\mu}= & -g^{3} d \tau_{1} d \tau_{2} d \tau_{2}^{\prime}\left(x_{1}-x_{2}^{\prime}\right)^{\mu} \dot{x}_{1} \cdot \dot{x}_{2} f(1,2) \\
& \times I_{2}^{b} I_{1}^{a} \epsilon^{a b c} \frac{d}{d \tau_{2}^{\prime}} f\left(1,2^{\prime}\right) I_{2^{\prime}}^{c}
\end{aligned}
$$

which shows that the ten kinematic conservation laws are satisfied.

For particles, the motion in the field $A_{\mu}^{a}(x)$ is described
by (3.10), (3.13), and for quanta this motion is given by (3.14)-(3.17). What we need next is an expression for $A_{\mu}^{a}(x)$; we propose

$$
\begin{equation*}
A_{\mu}^{a}(x)=A_{\mu P}^{a}(x)+\sum_{Q} A_{\mu Q}^{a}(x) \tag{3.18}
\end{equation*}
$$

Here $A_{\mu P}^{a}(x)$ is the particle contribution:

$$
\begin{align*}
A_{\mu P}^{a}(x)= & g \int d \tau_{1} P_{\mu, v}^{a, b}(x, 1) \dot{x}_{1}^{v}(1) I^{b}(1) f\left(d^{2}(x, 1)\right) \\
& +g \int d \tau_{2} P_{\mu, v}^{a, b}(x, 2) \dot{x}_{2}^{v}(2) I^{b}(2) f\left(d^{2}(x, 1)\right) \tag{3.19}
\end{align*}
$$

Here $P_{\mu, v}{ }^{a, b}(x, 1)$ combines two kinds of parallel transport along the curve from $x_{1}$ to $x$, described by (3.15). The first kind is Fermi-Walker transport of $\dot{x}_{1}^{\nu}\left(x_{1}\right)$ along that curve. The second kind is transport using the connection $A_{\mu}^{a}(x)$ of $I^{a}\left(x_{1}\right) ; d^{2}(x, 1)$ stands for the proper distance along the curve mentioned between $x$ and $x_{1}$.

The quantum contribution is given by an infinite set of terms. To $\Sigma_{Q} A_{\mu Q}^{a}$ each quantum line gives a contribution similar to (3.19), where the integral is over the proper length of the quantum line and where $I^{b}(1)$ is replaced by $I_{Q}^{b}$. For the quantum line which connects the particle world lines $x_{1}\left(\tau_{1}\right)$ and $x_{2}\left(\tau_{2}\right)$ we use the symbol [1,2]; $\tau_{[1,2]}$ is the proper length along that world line. In a similar way we use [1,12] for the quantum line connecting the particle line 1 with the quantum line [ 1,2 ]. Here [ 12,12 ] will stand for a self-interaction of [1,2] with [1,2], etc. This is illustrated in Fig. 4. The contribution of [1,2] to $\Sigma_{Q} A_{\mu Q}^{a}$ is

$$
\begin{align*}
A_{\mu_{[1,2]}}^{a}= & g \int d \tau_{1} \int d \tau_{2} \int d \tau_{[1,2]} P_{\mu \nu}^{a, b}(x,[1,2]) \dot{x}_{1,2]}^{v} \\
& \times f\left(d^{2}(x,[1,2])\right) \\
& \times g^{2}\left(\dot{x}_{1}^{\alpha} P_{\alpha, \beta}(1,2) \dot{x}^{\beta}(2)\right) \cdot \epsilon^{a b c} P_{c, d}([1,2], 1) \\
& \times I_{1}^{a} P_{b, e}([1,2], 2) I_{2}^{e} f\left(d^{2}(1,2)\right) \tag{3.20}
\end{align*}
$$



FIG. 4. Proliferation of interaction lines between world lines and interaction lines.

Here we used (3.17); it is straightforward to write any of the following terms, such as the contribution of $[1,12]$. The last term on the right-hand side of (3.18) stands for the infinite sum over all possible interaction quanta.

Equations (3.10), (3.13), (3.14)-(3.16), (3.18), (3.19), (3.20),...may be solved order by order starting with just two straight world lines for the particles 1 and 2 . The question of initial conditions is, however, even more complicated than it was in Sec. II.

We have three remarks to end this section. First, the proliferation of quanta is kept somewhat under control since as the number of quanta considered grows, so does the order in $g$. Also, the conservation laws will be satisfied as they are at every stage of refinement.

Second, a cutoff at a distance $D$ is included, just as in Sec. II through the function $f$, which is taken to satisfy (2.10), and for which one may take (2.12). We feel that this cutoff reflects some underlying property of space in the small, but have not made progress along that line.

Third, notice that the distinction between particles and quanta is disappearing. Both particles and quanta produce and react to the field which curves their world lines and parallel transports their isospin. There are still differences: the world lines of the particles are timelike and infinite in length, and the world lines of the quanta are spacelike and finite in length. The number of particles is finite. The number of quanta is infinite, and the amount of charge and linear momentum carried by the quanta is infinitesimal. Nevertheless, the proposal of this section is not really any longer an action at a distance theory, but rather a description in terms of particles, the quanta becoming particles.

## IV. A PROPOSAL FOR A MODEL OF GRAVITY WITH A CUTOFF

Section II describes a vector interaction. A scalar interaction was given in Ref. 6, and it is not hard to write a general tensor interaction, which is a straightforward generalization of the vector interaction of Sec. II. ${ }^{17}$ In writing this generalization, the important step is to put in the correct powers of $\dot{x}_{1}^{2}$ and $\dot{x}_{2}^{2}$ to guarantee chronometric invariance. ${ }^{13,17}$ This chronometric invariance guarantees that one may use proper time for the description of the world lines and that using proper time $\dot{x}^{\mu} \ddot{x}_{\mu}=0$.

To get a first approximation to a theory of gravity which comes as close as possible to the experimental results of Einstein's theory one must take what looks in the present framework like a mixture of symmetric two-tensor interaction and a scalar interaction. In field theory this particular mixture does not look like a mixture. It follows from unitarity and from the fact that the graviton has zero rest mass and helicity $\pm 2 .{ }^{18,19}$ Thus, a first-order proposal that is close to the linearized theory of gravity is given by the action

$$
\begin{align*}
S= & -m_{1} \int d s_{1}\left(\dot{x}_{1}^{2}\right)^{1 / 2}-m_{2} \int d s_{2}\left(\dot{x}_{2}^{2}\right)^{1 / 2}-2 m_{1} m_{2} G \\
& \times \int d s_{1} \int d s_{2} \frac{\left[\left(\dot{x}_{1}^{\alpha} \dot{x}_{2}^{\beta} \eta_{\alpha \beta}\right)^{2}-\frac{1}{2} \dot{x}_{1}^{2} \dot{x}_{2}^{2}\right]}{\sqrt{\dot{x}_{1}^{2} \dot{x}_{2}^{2}}} f\left(\left(x_{1}-x_{2}\right)^{2}\right), \tag{4.1}
\end{align*}
$$

where all $\dot{x}^{2}$ are defined with $\eta_{\mu \nu}$.
As $G$ has the dimension of (length) ${ }^{2}$ and as $f$ has dimension (length) ${ }^{-2}$, it is tempting to take for $G f$ something like

$$
\begin{equation*}
G f\left(\left(x_{1}-x_{2}\right)^{2}\right)=G\left(\delta\left(\left(x_{1}-x_{2}\right)^{2}+G\right)\right) \tag{4.2}
\end{equation*}
$$

In any case, $f$ should satisfy (2.10).
In analogy with (2.15) the equations of motion may be written as

$$
\begin{align*}
& \dot{p}_{1}^{\mu}=2 m_{1} m_{2} G \int d s_{2}\left\{\left(\dot{x}_{1} \cdot \dot{x}_{2}\right)^{2}-\frac{1}{2} \dot{x}_{1}^{2} \dot{x}_{2}^{2}\right\}\left(x_{1}-x_{2}\right)^{\mu} f^{\prime},  \tag{4.3a}\\
& (4.3 \mathrm{a})  \tag{4.3b}\\
& \dot{p}_{2}^{\mu}=2 m_{1} m_{2} G \int d s_{1}\left\{\left(\dot{x}_{1} \cdot \dot{x}_{2}\right)^{2}-\frac{1}{2} \dot{x}_{1}^{2} \dot{x}_{2}^{2}\right\}\left(x_{2}-x_{1}\right)^{\mu} f^{\prime},
\end{align*}
$$

with the obvious definitions of $p_{1}$ and $p_{2}$. The proof of the conservation laws is a repetition of that of Sec. II. As there is no self-interaction due to the cutoff in (4.2) one may introduce a field $h_{\mu \nu}(x)$ for all $x$ by

$$
\begin{align*}
h_{\mu \nu}(x)= & 2 m_{2} G \int d s_{2} \frac{\left(\dot{x}_{2 \mu} \dot{x}_{2 v}-\frac{1}{2} \eta_{\mu \nu} \dot{x}_{2}^{2}\right)}{\left(\dot{x}_{2}^{2}\right)^{1 / 2}} f\left(\left(x-x_{2}\right)^{2}\right) \\
& +2 m_{1} G \int d s_{1} \frac{\left(\dot{x}_{1 \mu} \dot{x}_{2 v}-\frac{1}{2} \eta_{\mu \nu} \dot{x}_{1}^{2}\right)}{\left(\dot{x}_{1}^{2}\right)^{1 / 2}} f\left(\left(x-x_{1}\right)^{2}\right) \tag{4.4}
\end{align*}
$$

With this one may write the equations of motion for the particles as

$$
\begin{align*}
\ddot{x}_{1}^{\mu} & =\Gamma_{\alpha \beta}^{\mu}\left(x_{1}\right) \dot{x}_{1}^{\alpha} \dot{x}_{1}^{\beta}  \tag{4.5a}\\
\ddot{x}_{2}^{\mu} & =\Gamma_{\alpha \beta}^{\mu}\left(x_{2}\right) \dot{x}_{2}^{\alpha} \dot{x}_{2}^{\beta}, \tag{4.5b}
\end{align*}
$$

where we must choose for the arbitrary parameters $s_{1}$ and $s_{2}$ the proper times of the two particles, and where $\Gamma_{\alpha \beta}^{\mu}(x)$ is formed in the usual way from first derivatives of $h_{\mu \nu}(x)$.

If one replaces the function $f$, which is defined by (4.2) by $\delta\left(\left(x_{1}-x_{2}\right)^{2}\right)$, then one obtains, except for self-interaction, the half-advanced half-retarded version of the usual linearized theory. As the tests of general relativity (bending of light, gravitational red shift, delay of radar echoes, perihelion precession) involve time translation invariant situations, it makes no difference for these predictions to have half-advanced half-retarded Green's functions. Furthermore, with the arguments given in Sec. II near Eq. (2.14), it is obvious that with (4.1) and (4.2) one obtains the usual results of the linearized theory.

Thus, the bending of light comes out right (approximating light by a very fast point particle). The perihelion shift comes out $\frac{1}{6}$ too large ${ }^{20}$; in the linearized approach one may correct this by including the interaction of the planet with the gravitational field between planet and star. ${ }^{20}$ This correction is not yet contained in (4.1), where one only has an interaction between particles, not between particles and quanta. The required $1 / r^{2}$ potential could be put in by hand via $f$. A similar problem is that in the present model potential gravitational energy is represented as energy on its way as in Fig. 3. A third particle interacts directly with two constituents of a bound system, but not with this energy on its way. Thus there is a violation of inertial mass = gravitational mass. This leads to trouble; as in stars the contributions of
the potential energy can be considerable indeed.
The gravitational red shift is predicted correctly, ${ }^{20}$ but the time translation invariance of Minkowski space leads to a familiar contradiction. ${ }^{21}$ Either Planck's constant $h$ becomes dependent on the gravitational field or one must include $h_{\mu \nu}$ and $g_{\mu \nu}$ together in a metric that changes the proper time. The radar delay from interior planets may also be explained, ${ }^{20}$ but again suggests inclusion of $h_{\mu \nu}$ into the metric.

The solution to these problems appears to be the following.

For the action describing the world line of a point particle in a given Riemannian manifold one has

$$
\begin{equation*}
S=-\int m d s\left[g_{\mu \nu}(x(s)) \frac{d x^{\mu}}{d s} \frac{d x^{\nu}}{d s}\right]^{1 / 2} \tag{4.6}
\end{equation*}
$$

where $g_{\mu \nu}(x)$ is the given metric. One obtains, writing $\dot{x}^{\mu}$ for $(d / d s) x^{\mu}(s)$,

$$
\begin{align*}
& \left(g_{\mu \nu} \dot{x}^{2}-g_{\mu \alpha} g_{\beta \nu} \dot{x}^{\alpha} \dot{x}^{\beta}\right) \ddot{x}^{\nu} \\
& \quad=\frac{g_{\alpha \beta \beta, \lambda}}{\dot{x}^{\alpha} \dot{x}^{\prime} \dot{x}^{\lambda} g_{\mu \nu} \dot{x}^{\nu}+\dot{x}_{1}^{2}\left(g_{\mu v, \alpha} \dot{x}^{\alpha} \dot{x}^{\nu}-\frac{1}{2} g_{\alpha \beta, \mu} \dot{x}^{\alpha} \dot{x}^{\beta}\right) .} . \tag{4.7}
\end{align*}
$$

This equation reflects the chronometric invariance of (4.6): $\dot{x}^{\mu}$ into either the left-hand side or right-hand side of (4.7) gives zero. Choosing the gauge of proper time, $(d / d \tau) g_{\mu \nu} \dot{x}^{\mu} \dot{x}^{\nu}=0$, (4.7) takes as the familiar form

$$
\begin{equation*}
\ddot{x}^{\mu}=\Gamma_{\alpha \beta}^{\mu} \dot{x}^{\alpha} \dot{x}^{\beta} \tag{4.8}
\end{equation*}
$$

with

$$
\begin{equation*}
\Gamma_{\alpha \beta}^{\mu}=\frac{1}{2} g^{\mu \nu}\left\{g_{\nu \beta, \alpha}+g_{\nu \alpha, \beta}-g_{\alpha \beta, \nu}\right\} \tag{4.9}
\end{equation*}
$$

the connection of Riemannian geometry.
We shall assume (4.8), (4.9), or (4.7) not only for the world lines of the particles, but also for the spacelike world lines of the quanta. The metric is determined by all these world lines in analogy to the Yang-Mills potentials $A_{\mu}^{a}$ of Sec . III. The form (4.8) may be maintained for the quantum lines by using proper length instead of proper time. We shall use the symbol $\tau$ also along those lines. Notice, however, that $\dot{x}^{2}=-1$ along quantum lines. The expression for $g_{\mu \nu}(x)$ contains three parts: the first part is $\eta_{\mu v}$, the second part $g_{\mu \nu P}$
is due to the particles, and the third part $g_{\mu v Q}$ due to the quanta

$$
\begin{align*}
g_{\mu \nu}(x)= & \eta_{\mu \nu}+g_{\mu \nu P}+\sum_{Q} g_{\mu v Q},  \tag{4.10}\\
g_{\mu v P}(x)= & 2 \int d \tau_{1} P_{\mu \lambda, \alpha \beta}(x, 1)\left(\dot{x}_{1}^{\alpha} \dot{x}_{1}^{\beta}-\frac{1}{2} g^{\alpha \beta}\right) \\
& \times m_{1} G f\left(d^{2}(x, 1)\right) \\
& +2 \int d \tau_{2} P_{\mu v, \alpha \beta}(x, 2)\left(\dot{x}_{2}^{\alpha} \dot{x}_{2}^{\beta}-\frac{1}{2} g^{\alpha \beta}\right) \\
& \times m_{2} G f\left(d^{2}(x, 2)\right), \tag{4.11}
\end{align*}
$$

where $G$ is Newton's constant; $d^{2}(x, 1)$ is the proper distance along the geodesic of the metric (4.10) which quanta follow from $x_{1}$ to $x_{2} ; P_{\mu \nu, \alpha \beta}(x, 1)$ and $P_{\mu, \alpha}(x, 1)$ refer to FermiWalker transport along this geodesic. ${ }^{22}$ (This is for a geodesic equivalent to covariant transport.) If there is more than one geodesic between $x_{1}$ and $x$ then contributions from various geodesics are added.

For a general quantum line $x_{Q}$ one may write, similarly,

$$
\begin{align*}
g_{\mu v Q}(x)= & 2 \int d \tau_{Q} P_{\mu v, \alpha \beta}(x, Q)\left(\dot{x}_{Q}^{\alpha} \dot{x}_{Q}^{\beta}+\frac{1}{2} g^{\alpha \beta}\right) \\
& \times m_{Q} G f\left(d^{2}(x, Q)\right) \tag{4.12}
\end{align*}
$$

where the $+\frac{1}{2} \mathrm{~g}^{\alpha \beta}$ in the term on the right follows from (4.4) and differs in sign from (4.11) as the world lines of the quanta are spacelike. The $m_{Q}$ is the inertia carried by the world line of the quantum considered. Using the labels 1 and 2 for the world lines $x_{1}^{\mu}\left(\tau_{1}\right)$ and $x_{2}^{\mu}\left(\tau_{2}\right),[1,2]$ is short for the quantum line connecting 1 and 2 . Similarly, as illustrated in Fig. 4, [1,12] is a quantum line connecting [1,2] and 1, etc. For the world line [1,2], $m_{Q}$ is given by

$$
\begin{align*}
m_{[1,2]}= & d \tau_{1} d \tau_{2} m_{1} m_{2} G f^{\prime}\left(d^{2}(1,2)\right) \\
& \times\left[\left(\dot{x}_{1}^{\alpha} P_{\alpha, \beta}(1,2) \dot{x}_{2}^{\beta}\right)^{2}-\frac{1}{2}\right] d(1,2), \tag{4.13}
\end{align*}
$$

which follows from a generalization of (4.3), with $P_{\alpha, \beta}(1,2)$ standing for Fermi-Walker (or parallel) transport along the geodesic [1,2]. The quantum lines of type [1,2] give a total contribution to $\Sigma_{Q} g_{\mu \nu Q}$ of

$$
\begin{align*}
g_{\mu v[1,2]}= & \int d \tau_{1} \int d \tau_{2} \int d \tau_{[1,2]} P_{\mu v, \alpha \beta}(x,[12])\left(\dot{x}_{[12]}^{\alpha} \dot{x}_{[12]}^{\beta}+g^{\alpha \beta}\right) G f\left(d^{2}(x,[12])\right) \cdot m_{1} m_{2} G f^{\prime}\left(d^{2}(1,2)\right) \\
& \times\left[\left(\dot{x}_{1}^{\alpha} P_{\alpha, \beta}(1,2) \dot{x}_{2}^{\beta}\right)^{2}-\frac{1}{2}\right] d(1,2) \tag{4.14}
\end{align*}
$$

For a quantum line [ $1,1^{\prime} 2$ ],

$$
\begin{aligned}
m_{\left[1,1^{\prime} 2\right]}= & d \tau_{1} d \tau_{[12]} m_{1} d \tau_{1}^{\prime} d \tau_{2} m_{1} m_{2} g f^{\prime}\left(d^{2}(1,2)\right) \\
& \times\left[\left(\dot{x}_{1}^{\alpha}, P_{\alpha, \beta}\left(1^{\prime}, 2\right) \dot{x}_{2}^{\beta}\right)^{2}-\frac{1}{2}\right] \\
& \times d\left(1^{\prime}, 2\right) G f^{\prime}\left(d^{2}\left(1,\left[1^{\prime} 2\right]\right)\right) \\
& \times\left[\left(\dot{x}_{1}^{\alpha} P_{\alpha, \beta}\left(1,\left[1^{\prime} 2\right]\right) \dot{x}_{[12]}^{\beta}\right)^{2}-\frac{1}{2}\right] d\left(1,\left[1^{\prime}, 2\right]\right)
\end{aligned}
$$

leading to an order $G^{3}$ contribution of type $\int d \tau_{1}^{\prime} \int d \tau_{2} \int d \tau_{1} \int d \tau_{\left[1^{\prime} 2\right]}$, called $g_{\mu v\left[1,1^{\prime} 2\right]}$. In this way it is straightfoward to construct the higher-order terms.

Equations (4.7)-(4.14),...suggest a solution in terms of a perturbation series. One starts with the zeroth approximation that both world lines 1 and 2 are straight, and computes $g_{\mu \nu}$ on that assumption, etc. Such a solution is probably similar to that recently proposed by Turygin ${ }^{23}$ for a half-retarded half-advanced potential, and similar to, but less far reaching than that of Ref. 8.

For the choice (2.13) of $f$, or in Turygin's formulation, one expects to find back the eternal Kruskal-Schwarzschild black hole solution. This is because that solution is time
translation invariant so that a choice of Green's function should not matter. Taking the mass of that black hole to be one solar mass and taking a spacelike function with cutoff $\sqrt{G}$ as in (4.2) one expects no difference at the Schwarzschild radius $r=r^{*}$ of one mile. This is because of arguments of the type illustrated in Fig. 2 and (2.14). Taking the cutoff at the Planck length, $\sqrt{G}$ as in (4.2), it will be completely unimportant at $r=r^{*}$ and one will have the usual horizon. The difference will be inside the horizon; there will be no singularity there because of the cutoff which is introduced.

To summarize: one has a Riemannian metric and test particles follow geodesics in that metric (4.8). The Bianchi identities will be satisfied, but not Einstein's equations. The particles react to the field locally but they do not produce it locally if the function $f$ is chosen as in (4.2). The hope is to ascribe this property to space-time itself. ${ }^{24}$

Some final remarks: First, notice that one could have started with an arbitrary background $g_{\mu \nu}^{(0)}$ instead of with $\eta_{\mu \nu}$. The solutions will then be close to those of Einstein's theory only if $g_{\mu \nu}^{(0)}$ satisfies Einstein's equations.

Second, notice that the quanta have become like particles. The only distinctions are that quanta carry infinitesimal "mass," have finite spacelike world lines, and are unlimited in number. Thus in a sense one no longer has an action at a distance theory, but rather a pure particle theory.

Third, the split between background and quanta seems to depend on the coordinate system. Thus the quanta seem to depend on the coordinate system, a phenomenon which makes one think of Hawking radiation.

For explanations of the appearance of the background term $\eta_{\mu \nu}$ in (4.10) we refer to Refs. 8 and 19.
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#### Abstract

The quotient of manifolds by discrete subgroups of their isometry group are considered. In particular, symmetry breaking due to the quotient structure, topological properties, and harmonic analysis of the resultant manifolds are discussed and illustrated by two-dimensional examples. New solutions of $d=11$ supergravity and the $d=6$ Einstein-Yang-Mills theory are thus obtained, for which alterations in their spectrum and symmetry breaking are discussed.


## I. INTRODUCTION

Solutions of field equations of theories involving gravity are of considerable interest. In particular, solutions of 11dimensional and ten-dimensional supergravity have been studied extensively. The former for its uniqueness properties and the latter because it is presumably the limit of superstring theories. Solving these equations in general results in the description of the local properties of the manifold and, in particular, its Riemann curvature tensor. However, the determination of the curvature tensor does not uniquely determine the global structure of the manifold solution. In general there exist many manifolds that have the same curvature but different global structures often obtained by identifying certain points of a simply connected manifold. ${ }^{1}$ As this procedure is unfamiliar to most physicists we will outline the construction of these non-simply connected manifolds and describe how, given a simply connected one, other manifolds with the same curvature may be obtained. In the case of symmetric spaces all manifolds with the same curvature are thus obtained. We will then consider symmetries of these manifolds and find how their harmonic analysis depends on the manner of identification and how mass spectra of related Kaluza-Klein theories are affected. These are discussed in the next section. In Sec. III two illustrative simple examples of zero curvature and positive curvature in two dimensions are treated in some detail. In Sec. IV we apply these ideas to $S^{7}$ solution of 11 -dimensional supergravity and $S^{2}$ compactification of the six-dimensional Einstein-Yang-Mills theory. It is found that the spectrum in both cases are dramatically changed and the symmetry of the resultant $S^{7}$ compactification of $d=11$ supergravity is reduced from $\mathrm{SO}(8)$ to $\mathrm{U}(1)^{4}$ without introduction of Higgs particles.

## II. GENERAL PROPERTIES

To being with, we note that, given a Riemannian manifold $M$ and a discrete subgroup $\Gamma$ of isometries of $M$, the set $M / \Gamma$ of orbits of $M$ under the action of $\Gamma$ is itself a manifold provided no points of $M$ are left invariant by any element of $\Gamma$, i.e., $\Gamma$ acts freely on $M$.

To see what goes wrong when $\Gamma$ does not act freely on $M$, consider $M=R^{2}$ and $\Gamma$ the two-element group generated

[^14]by a rotation of $\pi$ about the origin. It can easily be seen that the resulting $M / \Gamma$ is the two-dimensional cone which is not a manifold. The singularity at the origin is in fact due to the invariance of the origin under $\Gamma$.

In general, it is not difficult to see that the local properties of $M$ and $M / \Gamma$, such as curvature, torsion, and metric, are the same; however, it is not clear that manifolds with the same local properties can be obtained from a single simply connected one by dividing by discrete freely acting groups. In the case of symmetric spaces this is the case and all the manifolds with the same curvature are thus obtained ${ }^{2}$ : one takes the simply connected manifold $M$ with the given Riemann curvature tensor and divides it by a subgroup $\Gamma$ of isometries of $M$ that are discrete and act freely on $M$. Choosing all such possible nonequivalent subgroups one recovers all the possible manifolds with the same curvature as $M$. Two subgroups are considered equivalent if they are conjugate. The reason symmetric spaces are more manageable in this respect is that, for a symmetric space, the symmetry allows one to construct a covering mapping between any two manifolds of the same curvature; and enumeration of possible manifolds covered by the simply connected manifold of the given Riemann curvature leads to enumeration of the possible nonequivalent discrete subgroups of the isometry group of the manifold which act freely on it. The relation between Riemannian manifolds of the same curvature tensor have been considered for some other cases also and similar results obtained ${ }^{3}$; however, for the rest of the article we will confine ourselves to the case of a simply connected Riemannian manifold $M$ and its relation to various manifolds $M / \Gamma$, where $\Gamma$ is necessarily a discrete isometry group of $M$ acting on it freely.

An important question is the relation between the symmetries of $M$ and $M / \Gamma$. It is easily seen that the group of isometries of $M / \Gamma$, denoted by $I(M / \Gamma)$, is the normalizer of $\Gamma$ in $I(M)$, the group of isometries of $M$, i.e., the subgroup of $I(M)$ consisting of elements which commute with every element of $\Gamma$. To see this, we note that if an element of the isometry group $I(M)$ did not commute with some element $\gamma$ of $\Gamma$, then for some $x \in M$, we would have $g(\gamma x) \neq \gamma(g x)$, i.e., on the space $M / \Gamma$, where $\gamma x$ and $\gamma(g x)$ are, respectively, identified with $x$ and $g x$, the group action $g$ would not be well defined. Consequently, the only subgroup of $I(M)$ defined on $M / \Gamma$ is the normalizer of $\Gamma$ in $I(M)$ and
$I(M / \Gamma)=$ normalizer of $\Gamma$ in $I(M) ;$
when additional gauge symmetries are also considered, a similar argument ${ }^{4}$ leads to the same conclusion that the remaining symmetry on $M / \Gamma$ is the normalizer of $\Gamma$ in the gauge symmetry of $M$.

This reduction of $I(M)$ to $I(M / \Gamma)$ allows for a mechanism of symmetry breaking in pure Kaluza-Klein theories, which, to our knowledge, has not been considered previously, although the case of Kaluza-Klein-Yang-Mills symmetry breaking has recently been discussed with the breaking of the gauge symmetry. ${ }^{4}$

It is clear that when $I(M)$ is transitive on $M$, i.e., $M$ is homogeneous, then $M / \Gamma$ is also homogeneous, i.e., $I(M / \Gamma$ ) is transitive on $M / \Gamma$, if $\Gamma$ commutes with $I(M)$. However, $I(M / \Gamma)$ may still be transitive on $M$ and consequently on $M / \Gamma$, making $M / \Gamma$ homogeneous even if $\Gamma$ does not commute with $I(M)$. In general $I(M / \Gamma)$ is not transitive on $M$ and $M / \Gamma$ is not homogeneous.

The next interesting aspect of the quotient manifold $M$ / $\Gamma$ is the relation between the topological invariants of $M$ and $M / \Gamma$. When $M$ is simply connected, then the first homotopy group of $M / \Gamma$ is clearly isomorphic with $\Gamma$, which could be a non-Abelian group. However, the higher homotopy groups of $M / \Gamma$ are identical to those of $M$ (see Ref. 5), which are necessarily Abelian. The homology groups of $M$ and $M / \Gamma$ are not so simply related, as can be seen from simple examples. We will list them for our examples in the next section, but will not pursue it any further here other than mentioning a simple relation between their characteristic classes when they are expressible in terms of geometric quantities. For example, due to the Gauss-Bonnet theorem, which relates the Euler characteristic to an integral of the curvature over the compact manifold, it is easily seen that the Euler characteristic of $M / \Gamma$ is smaller than that of $M$ by a factor equal to the number of elements of $\Gamma$ (the volume of $M / \Gamma$ is that much "smaller").

To end the discussion of the general properties of $M / \Gamma$ we will consider harmonic analysis over the manifold $M / \Gamma$. For simplicity we only consider scalar functions over $M$ and $M / \Gamma$. When $M$ is a homogeneous space, $f$ can be decomposed into a direct sum of irreducible pieces under the action of the isometry of $M$, and the decomposition is well known. ${ }^{6}$ However, when the same function is considered over $M / \Gamma$, one has to make sure that it is well defined, i.e., it must be guaranteed that $f(\gamma x)=f(x), \forall x \in M$ and $\forall \gamma \in \Gamma$ (more general transformation properties with some weight associated with $\Gamma$ have been considered in the literature ${ }^{7}$ ). Then the decomposition of $f$ under the residual symmetry of $M / \Gamma$ is to be investigated anew. In general, the decomposition changes when we go from $M$ to $M / \Gamma$ resulting in a significant change in the spectrum of the related Kaluza-Kleintype theories. To illustrate this, we limit ourselves to the case of the manifold $M$ being a Lie group $G$ and consider a scalar function $f$ under left multiplication of $G$ on itself.

It is known that the space of scalar functions is decomposed into irreducible representations of $G$ with multiplicities equal to the dimension of the irreducible representation spaces. When dividing $M$ by $\Gamma$, the space of scalar functions on $M / \Gamma$ (which are therefore those functions on $M$ which
remain fixed under $\Gamma$ ) decompose under $G$ with a different set of multiplicities; each multiplicity now being equal to the number of linearly independent vectors in the irreducible representation space (of $G$ ). ${ }^{7}$ Thus not only the number of states with the same quantum numbers appearing in a Ka-luza-Klein theory changes thereby, but some states may even disappear altogether from the spectrum of the theory.

## III. EXAMPLES

To illustrate some of the aspects of the above discussion we will go into some detail for the two simple cases of $S^{2}$ and $R^{2}$. In the case of $S^{2}$, the simply connected two-dimensional manifold of constant positive curvature (Gauss curvature), the classification of manifolds covered by it is quite simple. There is only one other manifold: $R P^{2}$, obtained by identifying the antipodal points, i.e., by dividing $S^{2}$ by the subgroup of $O_{3}$ consisting of the identity element and the reflection about the origin, $\Gamma=\{1,-1\}$. In fact it is possible to prove that for all even-dimensional spheres this group $\Gamma$ is the only discrete freely acting isometry of $S^{2 n}$ and thus $R P^{2 n}$ is the only manifold covered by $S^{2 n}$. This is because $\mathrm{SO}(2 n+1)$ has at least one eigenvalue equal to unity. Moreover, it may be shown ${ }^{2}$ that $S^{2 n}$ is the only simply connected $2 n$-dimensional Riemannian manifold of constant positive sectional curvature, thus completing the classification of constant positive curvature manifolds. Returning to $S^{2}$, we note that $\Gamma=\{1,-1\}$ commutes with $O_{3}$ and therefore $R p^{2}$ has the same isometry group as $S^{2}$, i.e., $O_{3}$; and there is no way therefore of reducing the symmetry of $S^{2}$ by identification of its points. As far as their topology is concerned, we have for the first homotopy group $\pi_{1}\left(S^{2}\right)=0$ and $\pi_{1}\left(R P^{2}\right)=Z_{2}$ reflecting the double connectedness of $R P^{2}$ and $\pi_{2}\left(S^{2}\right)=\pi_{2}\left(R P^{2}\right)$ reflecting the identity of higher homotopy groups discussed above. For purposes of comparison we list their homology groups as well: $H_{1}\left(S^{2}\right)=0$, $H_{2}\left(S^{2}\right)=0 ; H_{1}\left(R P^{2}\right)=Z_{2}, H_{2}\left(R P^{2}\right)=0$. Note that the first integral homology group of $R P^{2}$ is only torsion. The Euler characteristics of $S^{2}$ and $R P^{2}$ are 2 and 1, respectively, in agreement with the general discussion in Sec. II. The harmonic expansion for a scalar function on $S^{2}$ is the familiar spherical harmonic expansion

$$
\begin{equation*}
f(\theta, \varphi)=\sum_{l=0}^{\infty} \sum_{m=-l}^{l} a_{l m} Y_{l m}(\theta, \varphi) \tag{1}
\end{equation*}
$$

where ( $\theta, \varphi$ ) are the spherical coordinates of $S^{2}$ and the $Y_{l m}$ are the spherical harmonics. Reduction of $S^{2}$ to $R P^{2}$ eliminates odd $-l$ spherical harmonics from the decomposition

$$
\begin{equation*}
f(\theta, \varphi)=\sum_{l \operatorname{even} m} \sum_{m=-l}^{l} a_{l m} Y_{l m}(\theta, \varphi) \tag{2}
\end{equation*}
$$

thus ( $4 n+3$ )-dimensional representations of $O_{3}$ do not occur in the decomposition.

For the second example we take $R^{2}$. Its isometry is $E_{2}$, which is the semidirect product of $O_{2}$ with the group of translations in two dimensions. It is clear that translations act freely on $R^{2}$ and consequently any of its discrete subgroups will do. It is not hard to see that the most general discrete subgroup $\Gamma$ of $E_{2}$ acting freely on $R^{2}$ is a combination of a translation and a reflection about an axis, say the $x$ axis. ${ }^{2}$ Thus it is straightforward to deduce the possible mani-
folds covered by $R^{2}$ : (1) the cylinder, where $\Gamma$ is generated by a single translation; (2) the torus, where $\Gamma$ is generated by two independent translations; (3) the Möbius strip, where $\Gamma$ is generated by the reflection about the $x$ axis together with a translation along the $x$ axis; and finally (4) the Klein bottle, where $\Gamma$ is generated by the reflection about the $x$ axis together with a translation along the $x$ axis and a translation along the $y$ axis. Of course the length of various translations here generate different manifolds with different "sizes." The above four categories may be shown to be the only flat manifolds of dimension 2 (see Ref. 2). For brevity, we will limit the rest of the discussion to the compact manifolds torus $T^{2}$ and Klein bottle K.B. For $T^{2}$ the normalizer of $\Gamma$ in $E_{2}$ is a subgroup of translations which is the two-dimensional Abelian torus group $\mathrm{U}(1) \times \mathbf{U}(1)$. For K.B. the isometry group is further reduced; the normalizer of $\Gamma$ in $E_{2}$ being just translations along the $x$ axis modulo its size which is a single $U(1)$ group. It is noteworthy that the K.B. can also be obtained from the torus $T^{2}$ by cutting $T^{2}$ in half and identifying opposite corners, i.e., by dividing $T^{2}$ by the group generated by reflection about the $x$ axis together with a translation along that axis. Then the symmetry of $T^{2}$, i.e., $\mathrm{U}(1) \times \mathrm{U}(1)$ is reduced to $U(1)$, the symmetry of the Klein bottle via the above arguments. It is therefore interesting to compare their homotopy and homology groups. They are as follows: $\pi_{1}\left(T^{2}\right)$ is an Abelian infinite group generated by two elements; $\pi_{1}$ (K.B.) is the non-Abelian group of the semidirect product of the infinite group generated by two translations and a reflection about an axis. Note that the Klein bottle is therefore an example of a manifold with non-Abelian fundamental group. Here $\pi_{2}$ of $T^{2}$ and K.B. are trivial. Also, $H_{1}\left(T^{2}\right)=Z \times Z, \quad H_{1}($ K.B. $)=Z \times Z_{2}, \quad H_{2}\left(T^{2}\right)=Z$, $H_{2}($ K.B. $)=0$. The Euler characteristics of both $T^{2}$ and K.B. vanish. Harmonic analysis on $T^{2}$ is the usual Fourier series decomposition in two variables; when going to the Klein bottle, the odd functions in $y, \sin n y$, are dropped since they are not invariant under the reflection part of $\Gamma$.

## IV. PHYSICAL APPLICATIONS

In this section we apply the procedure of Sec. II to the $S^{2}$-monopole-type compactification ${ }^{8}$ of the six-dimensional Einstein-Yang-Mills theory by considering the quotient space $R P^{2}=S^{2}\{1,-1\}$, which was considered in Sec. III; and to the $S^{7}$ compactification ${ }^{9}$ of 11 -dimensional supergravity by dividing $S^{7}$ over one of the many appropriate discrete subgroups of SO(8). In both cases the spectrum is altered drastically. Among other things the "photon" is removed from the spectrum of the former theory and in the latter theory the 35 massless vector particles is reduced to four particles. Moreover the SO (8) symmetry of $S^{7}$ is reduced to $\mathrm{U}(1)^{4}$.

In the six-dimensional model of Ref. 8 the manifold $M_{4} \times S^{2}$ is found as a solution of the coupled Einstein-YangMills equations. The metric is decomposed into two parts, $g_{\mu \nu}(x)$ on the $M_{4}$ and $g_{m n}(y)$ on the $S^{2}$, where $x$ and $y$ parametrize $M_{4}$ and $S^{2}$, respectively,

$$
\begin{equation*}
g_{i j} d z^{i} d z^{j}=g_{\mu v}(x) d x^{\mu} d x^{v}+g_{m n}(y) d y^{m} d y^{n} \tag{3}
\end{equation*}
$$

The two-sphere metric has the standard form

$$
\begin{equation*}
g_{m n}(y) d y^{m} d y^{n}=a^{2}\left(d \theta^{2}+\sin ^{2} \theta d \varphi^{2}\right) \tag{4}
\end{equation*}
$$

where $\theta$ and $\varphi$ are the usual spherical coordinates while $M_{4}$ is found to be an anti-de Sitter space. The $U(1)$ field has nonzero components only on the $S^{2}$ part where it has a monopolelike configuration of topological charge $n$,

$$
\begin{equation*}
A_{i}(z) d z^{i}=A_{m}(y) d y^{m}=(n / 2 e)(\cos \theta \pm 1) d \varphi, \tag{5}
\end{equation*}
$$

the plus (minus) sign referring to the coordinate patch excluding the south (north) pole of the sphere. Note that in the overlap region the two expressions can be transformed to one another by the gauge transformation

$$
\begin{equation*}
\Lambda=n \varphi \tag{6}
\end{equation*}
$$

on the lower half of the sphere.
The identification we apply to $S^{2}$ as illustrated in the previous section is the identification of antipodal points, $(\theta, \varphi)$ and $(\pi-\theta, \varphi+\pi)$. Hence a scalar field $\Phi(\theta, \varphi)$ on $S^{2}$ is well defined on $R P^{2}$ provided

$$
\begin{equation*}
\Phi(\theta, \varphi)=\Phi(\pi-\theta, \varphi+\pi) \tag{7a}
\end{equation*}
$$

and a vector function is well defined provided

$$
\begin{equation*}
A_{m}=(\theta, \varphi)=-A_{m}(\pi-\theta, \varphi+\pi) \tag{7b}
\end{equation*}
$$

For a gauge field $A_{m}$ on $R P^{2}$ this condition can be imposed after making a gauge transformation

$$
\begin{equation*}
A_{m}(\theta, \varphi)=-A_{m}(\pi-\theta, \varphi+\pi)-\nabla_{m} \Lambda \tag{7c}
\end{equation*}
$$

Similarly for a second-rank tensor we must have

$$
\begin{equation*}
g_{m n}(\theta, \varphi)=g_{m n}(\pi-\theta, \varphi+\pi) \tag{7d}
\end{equation*}
$$

Consequently the $S^{2}$ metric is well defined on $R P^{2}$, while the gauge field (5) transforms properly after making a gauge transformation,

$$
\begin{aligned}
A_{\varphi}(\pi-\theta, \varphi+\pi) & =(-n / 2 e)(\cos \theta \mp 1) \\
& =(-n / 2 e)(\cos \theta \pm 1)+(1 / e) \partial_{\varphi} \Lambda
\end{aligned}
$$

where $\Lambda=n \varphi$ in accordance with (7c). The field strength $E_{\theta \varphi}=-n / 2 e$ is also well defined and agrees with (7d).

To obtain the spectrum of fluctuations about these $R P^{2}$ solutions to the Einstein-Yang-Mills theory one has to start from the $S^{2}$ solutions and impose the above constraints. These constraints will remove the scalars and second-rank tensors with odd $l$ 's and the vectors with even $l$ 's. As a result the zero mass photon which has $l=0$ is removed from the spectrum. The spectrum of massive particles similarly changes. The $S^{2}$ solution has six towers of massive particles as given in Table I. In the last column of the table, the changes occurring in the $R P^{2}$ solutions are specified. To see how these changes take place we have to examine the gauge constraints that the external sources $T_{i j}$ and $V_{j}$ coupling to $g_{i j}$ and $A_{j}$ satisfy. (For details of the $S^{2}$ solution we refer the reader to Ref. 8.) These constraints are $J^{i}, i=0$, and $T_{i j, j}$ $=K F_{i j} J_{j}$, which, after combination with (7a)-(7d), imply $T_{++}=T_{--}$and $T_{i+}=T_{i-} \quad\left( \pm\right.$ refer to $y_{5} \pm i y_{6}$ coordinate on the sphere). This result removes all the $\lambda=2$ scalars, deleting the first tower of massive particles. The next two towers of scalars for $\lambda=+1$ and -1 are restricted to even $l$ 's and therefore half of them are absent in the case of $R P^{2}$. To obtain this last result we have used $J_{+}+J_{-}=0$, which is again a consequence of the constraints. The vector

TABLE I. Massive particle spectrum for $S^{2}$ compactification of the six-dimensional Einstein-Yang-Mills theory and its $R P^{2}$ modification.

| Space-time <br> type | $(\text { Mass })^{2}$ | $\|\lambda\|$ | $l$ | $R P^{2}$ modification |
| :--- | :---: | :---: | :---: | :---: |
| Scalar | $M_{0}^{2}=(l-1)\left((l+2) / a^{2}\right.$ | 2 | $l>2$ | Removed from <br> the spectrum <br> $l=$ even <br>  <br> Scalar |
| Vector | $M_{0 \pm}^{2}=[2 l(l+1)+1 \pm \sqrt{l+2 l(l+1)}] / a^{2}$ | 0 | $l>0$ | $l=$ odd |
| Second-rank tensor | $M_{1 \pm}^{2}=[l(l+1) \pm \sqrt{2 l(l+1)}] / a^{2}$ | 1 | $l>1$ | $l=$ even |

particles are restricted to odd $l$ 's and the spin- 2 particles to even l's.

This $R P^{2}$ solution, having a different spectrum of particles, has not been considered in the study of the solutions of six-dimensional Einstein-Yang-Mills theory.

Our second example is a solution to $d=11$ supergravity. Compactifying solutions to this theory are classified. ${ }^{9}$ In particular the most symmetric solution where the metric
of the compact space is that of $S^{7}$ is studied in detail, ${ }^{10,11}$ but the point that the metric does not specify the global structure has been overlooked. In Ref. 9 we pointed out that $S^{7}$ is the simply connected manifold with the standard spherical metric. Now we wish to look at other spaces with the same metric as $S^{7}$. Among several identifications of $S^{7}$ (see Ref. 2) we choose one that is implemented by the discrete subgroup $\Gamma$ of $\operatorname{SO}(8)$ generated by $\gamma \in \operatorname{SO}(8)$ :

$$
\gamma=\left[\begin{array}{cccc}
R(2 \pi / n) & 0 & 0 & 0 \\
0 & R\left((2 \pi / n) a_{2}\right) & 0 & 0 \\
0 & 0 & R\left((2 \pi / n) a_{3}\right) & 0 \\
0 & 0 & 0 & R\left((2 \pi / n) a_{4}\right)
\end{array}\right]
$$

where $R(\alpha)$ is a $2 \times 2$ matrix in $S O(2)$ signifying a rotation by angle $\alpha$. We note that $a_{2}, a_{3}, a_{4}$, and $n$ are relatively prime. The centralizer of $\Gamma$ in SO (8) consists of a set of elements of the form

$$
\left[\begin{array}{llll}
R\left(\theta_{1}\right) & & & \\
& R\left(\theta_{2}\right) & & \\
& & R\left(\theta_{3}\right) & \\
& & & R\left(\theta_{4}\right)
\end{array}\right]
$$

This is an Abelian group $U(1)^{4}$ consisting of independent rotations in the planes $(1,2),(3,4),(5,6)$, and $(7,8)$. The manifold $S^{7} / \Gamma$ has the same curvature as $S^{7}$, but globally admits only the group $U(1)^{4}$ as its isometry group. Hence upon this identification the gauge group of the four-dimensional theory is broken from $\mathrm{SO}(8)$ to $\mathrm{U}(1)^{4}$. Closer examination of the massless vector states shows that from 28 gauge particles in the $S^{7}$ solution only four will survive in $S^{7} / \Gamma$ solution. Note that this "symmetry breaking" takes place without the introduction of Higgs bosons and the vector particles corresponding to the broken symmetries do not become massive, but are totally eliminated from the theory, similar to the symmetry breaking pattern of the Calabi-Yau compactification in the superstring theory.

Now we consider the change in the spectrum of scalars when we go from $S^{7}$ to $S^{7} / \Gamma$. Several authors ${ }^{10,11}$ have studied the spectrum of $S^{7}$. Sezgin ${ }^{11}$ has considered them in detail. Scalars can be expanded in functions of $S^{7}$, which are eigenfunctions of eight-dimensional angular momentum. They correspond to homogeneous polynomials in eight variables $X_{1}, X_{2}, \ldots, X_{8}$ (see Ref. 12). The degree of the polynomial is denoted by $l$. Sezgin finds that for $l=2$ we obtain a 35

SO (8) multiplet of massless scalars, corresponding to 35 linearly independent second-order homogeneous polynomials in eight variables. (Note that $r^{2}=\Sigma x_{i}^{2}$ is invariant under rotations and is a singlet, so the 36 -dimensional space of second-order homogeneous polynomials decomposes into two parts, a singlet and a 35 multiplet. ) In $S^{7} / \Gamma$ only those polynomials that are invariant under $\Gamma$ survive. To find them it is useful to define new variables

$$
\xi_{i}^{\epsilon}=X_{2 i-1} \pm i X_{2 i}, \quad i=1,2,3,4, \quad \epsilon=+ \text { or }-
$$

A suitable basis with definite transformation property under $\Gamma$ for the $l=2$ functions are monomials $P_{i j}^{\epsilon \epsilon^{\prime}}=\xi_{i}{ }^{\epsilon} \xi_{j}^{\epsilon^{\prime}}$.

Under $\gamma, P_{i j} \epsilon^{\prime}$ transforms as follows:

$$
\left.P_{i j}^{\epsilon \epsilon^{\prime}} \rightarrow \exp \left(2 \pi a_{i} / n\right) \epsilon+\left(2 \pi a_{j} / n\right) \epsilon^{\prime}\right) P_{i j}^{\epsilon \epsilon^{\prime}}
$$

(where $a_{1}=1$ ). The monomial is invariant under $\Gamma$ if and only if

$$
a_{i} \epsilon+a_{j} \epsilon^{\prime}=0 \bmod (n)
$$

Since $a_{i}<n$ and the $a_{i}$ 's and $n$ are relatively prime the above condition can hold if (1) $i=j$ and $\epsilon=-\epsilon^{\prime}$ or (2) $a_{i}+a_{j}=n$ and $\epsilon=\epsilon^{\prime}$. From the first possibility we obtain three independent zero mass scalars. The second possibility does not happen all the time. Simple reasoning shows that (2) can give at most two massless scalars. So we will be left with three, four, or five massless scalars from the original 35 ones.
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#### Abstract

This paper generalizes the results obtained by Kotecky. The free energy of the gauge Potts model in the external field in the many component limit has been calculated. This is done in two cases: (a) the external field is switched on after the gauge fixing or (b) the external field is switched on before the gauge fixing. In both cases, the free energy can be calculated using the mean-field method, if, in case (b), the larger class of trial measures is allowed. The mechanism of phase transition is also discussed.


## I. INTRODUCTION

One of the most useful methods of obtaining a least qualitative insight into a phase structure of various lattice models is provided by the mean-field theory. The core of this method consists of rewriting the expression for the partition function in equivalent form with the help of some trial probability measure, and then neglecting the correlations with respect to this distribution (this is achieved by use of the Jensen inequality). To make the problem tractable, the trial measure is chosen in such a way that all dynamic variables are distributed independently.

The mean-field method gives an upper bound for the free energy. The old question is whether there exist models for which the mean-field theory gives an exact expression. This was shown to be the case for the Ising, ${ }^{1} n$-vector, ${ }^{2}$ anisotropic Heisenberg, ${ }^{3}$ and Potts ${ }^{4}$ models in the long-range limit, and for Ising, ${ }^{5,6} n$-vector, spherical, and quantum $\operatorname{spin}^{5}$ as well as Potts ${ }^{4}$ models in the high-density limit. The manycomponent limit of the Potts model was also considered from this point of view ${ }^{7}$; the conclusion again was that the mean field method gives an exact answer.

In all of the above cases, after the appropriate choice of the trial measure, all correlations that should disappear in order to provide the exactness of the mean-field expression do indeed vanish after the high-density, long-range, or many-component limits have been taken. An important point is that one has succeeded with the very simple form of trial probability measure. However, this need not always be the case. If the trial distribution is not consistent with the properties of the system implied by some large symmetry group, the mean-field method may fail. This can be illustrated using the gauge Potts model as an example. It was shown by Kotecky ${ }^{8}$ that one can calculate the free energy of this model in the many-component limit by the mean-field method only after the gauge symmetry has been explicitly broken by the appropriate choice of gauge.

In this paper we generalize the results obtained by Kotecky. We calculate the free energy of the gauge Potts model in the external field in the many-component limit. We do this in two cases: (a) the external field is switched on after the gauge fixing or (b) the external field is switched on before the gauge fixing. We show that in both cases we can calculate the free energy using the mean field method, if, in case (b),
we allow a larger class of trial measures. We can also calculate the minimal value of the external field above which the standard mean field theory is applicable and discuss the mechanism of phase transition.

The paper is organized as follows. In the rest of this section we introduce some necessary notions and present the results obtained by Kotecky. Finally, we state our main results in Theorem 1.1. The proof of this theorem is given in Sec. II.

Section III is devoted to some remarks and final conclusions. Some technicalities are relegated to the Appendix.

Let us consider a $d$-dimensional hypercubic lattice. We label the unit coordinate vectors by $\hat{\mu}(\mu=0,1, \ldots, d-1)$. If $i \in Z^{d}$ is a lattice site, we denote a nonoriented link connecting sites $i$ and $i+\hat{\mu}$ by a pair $(i, \mu)$, and a plaquette bordered by links $(i, \mu),(i+\hat{\mu}, v),(i+\hat{v}, \mu),(i, v)$, by a triple $(i, \mu, v)$, $\mu<\nu$. Generically, the links will be denoted by $l$ and the plaquettes by $p$. To any link $l$ we attach the spin variable $\sigma_{l}$, taking values in $Z_{q}=\{0,1, \ldots, q-1\}$. Given any configuration $\sigma \equiv\left\{\sigma_{l}\right\}$, we introduce the plaquette variable by $\sigma_{p} \equiv \sigma_{(i, \mu)}+\sigma_{(i+\hat{\mu}, v)}-\sigma_{(i+\hat{\imath}, \mu)}-\sigma_{(i, v)} \quad(\bmod q), \quad$ for $p=(i, \mu, v)$. Consider a hypercube $\Lambda$ consisting of $|\Lambda|$ lattice sites. First we define version (b) of the model. The Hamiltonian reads

$$
\begin{equation*}
H_{\Lambda}\left(\sigma_{\Lambda}\right)=-\sum_{p} \delta_{\sigma_{p}, 0}-h \sum_{l} \delta_{\sigma_{p}, 0} \tag{1.1}
\end{equation*}
$$

The free energy is then defined by the formula

$$
\begin{align*}
\exp [ & -\beta|\Lambda| f(\beta, h, q)] \\
& =Z_{\Lambda}(\beta, h, q)=\sum_{\sigma_{\Lambda}} \exp \left[-\beta H_{\Lambda}\left(\sigma_{\Lambda}\right)\right] \tag{1.2}
\end{align*}
$$

To introduce the second version (a), we follow the standard method used in the perturbative theory of continuum gauge fields. To fix the gauge following Kotecky, we will use the temporal one: $\sigma_{l}=0$, for all $l=(\mathrm{i}, 0)$; then integrate out the gauge group volume and finally couple the external field to the remaining variables. The modified Hamiltonian reads

$$
\begin{equation*}
\widetilde{H}_{\Lambda}\left(\tilde{\sigma}_{\Lambda}\right)=-\sum_{p} \delta_{\sigma_{p}, 0}-h \sum_{l \text {-horiz }} \delta_{\sigma_{l}, 0} \tag{1.3}
\end{equation*}
$$

The second sum on the right-hand side runs over all horizontal links. The appropriate free energy is defined by

$$
\begin{align*}
\exp ( & -\beta|\Lambda| \tilde{f}(\beta, h, q)) \\
\quad= & \widetilde{Z}_{\Lambda}(\beta, h, q)=\sum_{\tilde{\sigma}_{\Lambda}} \exp \left(-\beta \widetilde{H}_{\Lambda}\left(\tilde{\sigma}_{\Lambda}\right)\right) . \tag{1.4}
\end{align*}
$$

Let us remark that the following simple relation holds as a consequence of integration over the gauge group:

$$
\begin{equation*}
f(\beta, 0, q)=\tilde{f}(\beta, 0, q)-\beta^{-1} \log q . \tag{1.5}
\end{equation*}
$$

The following fact was proved by Kotecky. The limiting free energy has the form

$$
\begin{align*}
\tilde{f}_{\infty}(\beta) & =\lim _{q \rightarrow \infty} \tilde{f}(\beta \log q, 0, q) \\
& =\min \left(-\frac{d(d-1)}{2},-\frac{(d-1)}{\beta}\right), \tag{1.6}
\end{align*}
$$

and can be obtained by the standard mean-field method (i.e., with trial probability distribution treating all variables as independent).

It follows from Eqs. (1.5) and (1.6) that

$$
\begin{align*}
f_{\infty}(\beta) & =\lim _{q \rightarrow \infty} f(\beta \log q, 0, q) \\
& =\min \left(-\frac{d(d-1)}{2}-\frac{1}{\beta},-\frac{d}{\beta}\right) . \tag{1.7}
\end{align*}
$$

However, for the model defined by Eqs. (1.1) and (1.2), the mean-field method in its usual form gives

$$
\begin{equation*}
\lim _{q \rightarrow \infty} f_{\mathrm{MF}}(\beta \log q, 0, q)=\min \left(-\frac{d(d-1)}{2},-\frac{d}{\beta}\right), \tag{1.8}
\end{equation*}
$$

and for small temperatures one does not obtain the right answer.

Let us now state our main result.
Theorem 1.1: The following limiting relations hold:
(a) $\tilde{f}_{\infty}(\beta, h) \equiv \lim _{q \rightarrow \infty} \tilde{f}(\beta \log q, h, q)=\min \left(-\frac{d(d-1)}{2}-h(d-1),-\frac{d(d-1)}{2},-\frac{d-1}{\beta}\right)$,
(b) $f_{\infty}(\beta, h) \equiv \lim _{q \rightarrow \infty} f(\beta \log q, h, q)=\min \left(-\frac{d(d-1)}{2}-h d,-\frac{d(d-1)}{2}-\frac{1}{\beta},-\frac{d}{\beta}\right)$.

We prove this theorem in the next section and postpone its discussion to Sec. III.

## II. THE PROOF OF THEOREM 1.1

## A. An upper bound

To obtain an upper bound we follow the standard methodology of obtaining the mean field approximation. Let $\{i\}$ be the set of all states of the system under consideration, $H(i)$ the corresponding Hamiltonian, and $\rho(i)$ any probability distribution fulfilling the condition $\rho(i)>0$ for all $i$. Then

$$
\begin{aligned}
Z & =\sum_{i} \exp (-\beta H(i)) \\
& \equiv \sum_{i} \rho(i) \exp [-\beta H(i)-\log \rho(i)] \\
& \geqslant \exp \left\{\sum_{i} \rho(i)[-\beta H(i)-\log \rho(i)]\right\},
\end{aligned}
$$

and consequently

$$
\begin{equation*}
f=-\beta^{-1} \log Z \leqslant\langle H\rangle_{\rho}+(1 / \beta)\langle\log \rho\rangle_{\rho} . \tag{2.1}
\end{equation*}
$$

Now, the right-hand side is the continuous function of $\rho$ in the domain $\rho(i) \geqslant 0$. Consequently we obtain the following upper bound:

$$
\begin{equation*}
f \leqslant \min _{\rho ; p(i)\rangle 0}\left[\langle H\rangle_{\rho}+(1 / \beta)\langle\log \rho)_{\rho}\right] . \tag{2.2}
\end{equation*}
$$

To apply the bound (2.2) to our case we consider the two versions separately.
(a) Let us first assume $h \geqslant 0$. Putting

$$
\rho\left(\tilde{\sigma}_{\Lambda}\right)=\prod_{l \in \Lambda} \rho_{l}\left(\tilde{\sigma}_{l}\right)
$$

choosing a $\rho_{l}$ that prefers $\sigma_{l}=0$ with probability $p$, and distributing the remaining values uniformly we can follow the calculations performed by Kotecky to obtain

$$
\begin{aligned}
\tilde{f}_{\infty}(\beta, h) & \leqslant \min \left[-\frac{d(d-1)}{2}-h(d-1),-\frac{d-1}{\beta}\right] \\
= & \min \left[-\frac{d(d-1)}{2}-h(d-1),\right. \\
& \left.-\frac{d(d-1)}{2},-\frac{d-1}{\beta}\right] .
\end{aligned}
$$

If $h<0$, we choose $\rho_{l}$ preferring $\sigma_{l}=1$ with the probability $p$ and distributing the remaining values uniformly. Then we obtain

$$
\begin{align*}
\tilde{f}_{\infty}(\beta, h) & \leqslant \min \left[-\frac{d(d-1)}{2},-\frac{d-1}{\beta}\right] \\
& =\min \left[-\frac{d(d-1)}{2}-h(d-1),\right. \\
& \left.-\frac{d(d-1)}{2},-\frac{d-1}{\beta}\right] . \tag{2.3}
\end{align*}
$$

(b) Applying the same reasoning to the second model we find
$f_{\infty}(\beta, h) \leqslant \min \left[-\frac{d(d-1)}{2}-h d,-\frac{d(d-1)}{2},-\frac{d}{\beta}\right]$.
However, we can also use another trial distribution function. Namely, let $\rho\left(\sigma_{\mathrm{A}}\right)=0$ for all configurations such that $\sigma_{p} \neq 0$ for at least one plaquette and all other configurations (i.e., those for which $\sigma_{\rho}=0$ for all plaquettes $P$ ) are distributed uniformly. The number of the latter equals the order of
the gauge group, i.e., $q^{|\Lambda|}$. The corresponding entropy is easily calculated:

$$
\begin{equation*}
\langle-\log \rho\rangle_{\rho}=|\Lambda| \log q . \tag{2.5}
\end{equation*}
$$

The mean plaquette energy equals $|\Lambda| d(d-1) / 2$. Consider finally the energy of interaction with the external field. Taking into account the fact that the transformation $\sigma_{i} \rightarrow \sigma_{l}+c$ with the same constant $c$ for all links does not change the value of any plaquette, we conclude that, given any link $l$, to every state in which this link contributes an amount $h$ of the energy, there correspond the $q-1$ states in which the link $l$ does not contribute.

Consequently, the mean energy of the external coupling is $|\Lambda| d h / q$. Collecting the above values we get

$$
f_{\infty}(\beta, h) \leqslant-d(d-1) / 2-1 / \beta .
$$

The above inequality together with Eqs. (2.4) and (2.5) gives

$$
\begin{align*}
f_{\infty}(\beta, h) & \leqslant \min \left[-\frac{d(d-1)}{2}-h d,\right. \\
& \left.-\frac{d(d-1)}{2}-\frac{1}{\beta},-\frac{d}{\beta}\right] . \tag{2.6}
\end{align*}
$$

## B. A lower bound

Again we consider the two cases separately.
(a) We adopt the strategy developed by Kotecky and evaluate the partition function by collecting the terms that have the same sets $P$ of nonfrustrated plaquettes and summing over all subsets $P$. We have

$$
\begin{align*}
\tilde{Z}_{\Lambda} & =\sum_{P} \exp (\beta|P|) \sum_{\tilde{\sigma}_{A}: \sigma_{P}=0 \Rightarrow p \in P} \exp \left(\beta h \sum_{T} \delta_{\tilde{\sigma}_{p}, 0}\right) \\
& \leqslant \sum_{P} \exp (\beta|P|) \sum_{\tilde{\sigma}_{A}: p \in P \Rightarrow \sigma_{P}=0} \exp \left(\beta h \sum_{l} \delta_{\tilde{\sigma}_{r}, 0}\right) . \tag{2.7}
\end{align*}
$$

Now one has to estimate the last sum on the right-hand side. Let us assume that $h \geqslant 0$. Following Kotecky we can choose the set $L(P)$ of horizontal links such that (i) for each configuration on $L \backslash L(P)$ there exists at most one configuration $\tilde{\sigma}_{A}$ such that $\sigma_{p}=0$ whenever $p \in P$; and (ii) $|L(P)| \geqslant 2|P| / d$ with modulo boundary terms $(O(\partial \Lambda))$. Condition (i) means that in the sum

$$
\sum_{\tilde{\sigma}_{A} ; p \in P \Rightarrow \tilde{\sigma}_{p}=0} \exp \left(\beta h \sum_{l} \delta_{\tilde{\sigma}_{l}, 0}\right)
$$

the links from $L \backslash L(P)$ can be viewed as independent.
To any configuration on $L \backslash L(P)$, we can overestimate the contribution of the links in $L(P)$ by $\exp (\beta h|L(P)|)$; then those from $L \backslash L(P)$ act as the set of independent spins in external field. Consequently

$$
\begin{align*}
& \sum_{\tilde{\sigma}_{\Lambda}: P \in P \Rightarrow \tilde{\sigma}_{p}=0} \exp \left(\beta h \sum_{l} \delta_{\tilde{d}_{b}, 0}\right) \\
& \leqslant[(q-1)+\exp (\beta, h)]^{|\Lambda|(d-1)-(2|P| / d)} \\
& \quad \times \exp [\beta h(2|P| / d)] \tag{2.8}
\end{align*}
$$

From the inequalities (2.7) and (2.8) we finally get
$\widetilde{Z}_{\Lambda}(\beta, h, q) \leqslant \sum_{|P|=0}^{|\Lambda| d(d-1) / 2}\binom{|\Lambda| d(d-1) / 2}{|P|}$

$$
\begin{align*}
& \times \exp \left[\left(\beta+\frac{2 \beta h}{d}\right)|P|\right] \\
& \times[q+\exp (\beta h)]^{(2 / d)(|\Lambda| d(d-1) / 2-|P|)} \\
= & {[\exp \beta[1+(2 h / d)]} \\
& \left.+(q+\exp (\beta h))^{2 / d}\right]^{|\Lambda| d(d-1) / 2} . \tag{2.9}
\end{align*}
$$

From the inequality (2.9) the needed lower bound

$$
\begin{aligned}
\tilde{f}_{\infty}(\beta, h) \geqslant & \min \left[-\frac{d(d-1)}{2}-h(d-1),-\frac{d-1}{\beta}\right] \\
= & \min \left[-\frac{d(d-1)}{2}-h(d-1),\right. \\
& \left.-\frac{d(d-1)}{2},-\frac{d-1}{\beta}\right]
\end{aligned}
$$

follows immediately.
Finally, let us remark that for $h<0$ we can estimate the left-hand side of Eq. (2.8) by the number of configurations. Therefore

$$
\begin{aligned}
\tilde{f}_{\infty}(\beta, h) & \geqslant \min \left[-\frac{d(d-1)}{2},-\frac{d-1}{\beta}\right] \\
= & \min \left[-\frac{d(d-1)}{2}-h(d-1)\right. \\
& \left.-\frac{d(d-1)}{2},-\frac{d-1}{\beta}\right]
\end{aligned}
$$

This concludes the proof for case (a).
(b) This case is a bit more complicated. Again we write out the basic inequality

$$
\begin{align*}
Z(\beta, h, q) & =\sum_{P} \exp (\beta|P|) \sum_{\sigma_{\Lambda}: \sigma_{p}=0}=\theta_{p \in P} \exp \left(\beta h \sum_{T} \delta_{\sigma_{k}, 0}\right) \\
& \leqslant \sum_{P} \exp (\beta|P|) \sum_{\sigma_{\Lambda}: P \in P \Rightarrow \sigma_{p}=0} \exp \left(\beta h \sum_{T} \delta_{\tilde{\sigma}_{l}, 0}\right) \tag{2.10}
\end{align*}
$$

Again we assume first $h \geqslant 0$. In order to estimate the last sum on the right-hand side, let us call $\partial P$ the set of all links bordering the plaquettes from $P$. Together with the sites being their end points, the links from $\partial P$ form a graph, possibly nonconnected which is embedded into the $d$-dimensional lattice. We denote this graph also by $\partial P$. Any vertex belonging to this graph is the end point of at least two and at most $2 d$ lines. The number of lines of $\partial P$ can be easily estimated. To any plaquette there belong four bordering links and any link borders at most $2(d-1)$ plaquettes. Consequently $2|\partial P|(d-1) \geqslant 4|P|$ and finally

$$
\begin{equation*}
|\partial P|>2|P| /(d-1) \tag{2.11}
\end{equation*}
$$

Now it is obvious that evaluating the expression under consideration we may treat the spins sitting on links not belonging to $\partial P$ as independent spins in the external field. As a result we get

$$
\begin{align*}
& \sum_{\sigma_{A} ; P \in P=o_{p}=0} \exp \left(\beta h \sum_{i} \delta_{\sigma_{k}, 0}\right) \\
& <(q+\exp \beta h)^{|\Lambda| d-2|P| /(d-1)}(q+\exp \beta h)^{-a} \\
& \times \sum_{\sigma_{\partial P} p p \in P \Rightarrow \sigma_{P}=0} \exp \left[\beta h \sum_{l \in \mathcal{A} \mathscr{P}} \delta_{\sigma_{p}, 0}\right] . \tag{2.12}
\end{align*}
$$

Here $\sigma_{\partial p}$ denotes any configuration on $\partial P$, and $a=|\partial P|-2|P| /(d-1) \geqslant 0$. Passing to the last expression on the right-hand side of Eq. (2.12), let us first consider the special form of the set $P$ that corresponds to the set contractible to a point in the continuum version of Poincaré lemma. Namely, we demand that in each connected component $\partial P^{\prime}$ of $\partial P$, there exists a Cayley tree $T$ with the following property: for any $l \in \partial P^{\prime}, l \notin T$, the (unique) loop in $\{l\} \cup T$ is the boundary of some orientable surface consisting solely of plaquettes from $P$. It is trivial to see that for such sets $P$ the configuration $\sigma_{\partial P}$ is a pure gauge, i.e.,

$$
\begin{equation*}
\sigma_{l}=\sigma_{i}-\sigma_{j}, \tag{2.13}
\end{equation*}
$$

where $i$ and $j$ are the end points of $l$.
Then we obtain the partition function for the usual (non-gauge) Potts model

$$
\begin{align*}
& \sum_{\sigma_{\partial P} P P P \Rightarrow \sigma_{p}=0} \exp \left(\beta h \sum_{l} \delta_{\sigma_{l} 0}\right) \\
& \quad=q^{-c(\partial P)} \sum_{\sigma_{\text {Vä })}} \exp \left(\beta h \sum_{l \in \partial P} \delta_{\sigma_{h} \sigma_{j}}\right) . \tag{2.14}
\end{align*}
$$

Here $V(\partial P)$ is the set of all vertices of $\partial P$ and $c(\partial P)$ is the number of connected components of $\partial P$. The extra factor $q^{-c(\partial P)}$ appears because, due to the global symmetry $\sigma_{i} \rightarrow \sigma_{i}$ + const, Eq. (2.13) has $q$ solutions with respect to $\sigma_{i}$ 's in each connected component of $\partial P$.

We prove the following inequality:

$$
\begin{align*}
& q^{-c(\partial P)} \sum_{\sigma_{V(\partial P)}} \exp \left[\beta h \sum_{l} \delta_{\sigma_{i}, \sigma_{J}}\right] \\
& < \\
& <q+\exp (\beta h)]^{|2 P|-2|P| /(d-1)}  \tag{2.15}\\
& \times\left(q^{1 / d}+\exp (\beta h)\right)^{2|P| /(d-1)} .
\end{align*}
$$

Taking into account that the statistical sum for any graph is the product of the corresponding sums for its connected components, we conclude that it is sufficient to prove that, for any connected $\partial P$,

$$
\begin{align*}
q^{-1} & \sum_{\sigma_{Y(a P)}} \exp \left(\beta h \sum_{T} \delta_{\sigma_{h} \sigma_{j}}\right) \\
\leqslant & \leqslant(q+\exp (\beta h)]^{|\partial P|-2|P| /(d-1)} \\
& \times\left[q^{1 / d}+\exp (\beta h)\right]^{2|P| /(d-1)} . \tag{2.16}
\end{align*}
$$

It is easy to verify (2.16) if the number of independent loops, $|h(\partial P)|$, is not less than $2|P| /(d-1)$. Indeed, we can then estimate the left-hand side of (2.16) by the similar method as in the case (a). We choose an arbitrary Cayley tree $T$ in $\partial P$ and write 1 instead of any $\delta_{\sigma_{i} \sigma_{i}}$ if $i$ and $j$ are the end points of the link $l \notin T$. Then the resulting statistical sum on $T$ can be easily calculated, and we get

$$
\begin{align*}
q^{-1} & \sum_{\sigma_{\text {KaP) }}} \exp \left(\beta h \sum_{l} \delta_{\sigma_{i} \sigma_{j}}\right) \\
\quad \leqslant & {[q+\exp (\beta h)]^{|\partial P|-2|P| /(d-1)} \exp (\beta h|h(\partial P)|) } \\
\quad< & {[q+\exp (\beta h)]^{|P P|-2|P| /(d-1)} } \\
& \times\left[q^{1 / d}+\exp (\beta h)\right]^{2|P| /(d-1)} . \tag{2.17}
\end{align*}
$$

Let us now assume that $|h(\partial P)|<2|P| /(d-1)$. It is also shown in the Appendix (Lemma A1) that $|h(\partial P)| \geqslant 2|P| / d$.

For simplicity, we assume first that $2|P| / d$ and $2|P| /$ ( $d-1$ ) are integers. Then

$$
\begin{align*}
& |h(\partial P)|=2|P| /(d-1)-k, \quad k \text { an integer }>0, \\
& 2|P| /(d-1)-2|P| / d=n, \quad n \geqslant k,  \tag{2.18}\\
& 2|P| /(d-1)=n d, \quad|h(\partial P)|+k=n d .
\end{align*}
$$

Let us order the set of lattice sites in $\Lambda$ lexicographically:

$$
i \leqslant j \text { whenever } j=i+\sum_{\mu=0}^{d-1} l_{\mu} \hat{\mu},
$$

and the first nonvanishing $l_{\mu}$ is positive.
We choose the Cayley tree $T$ in $\partial P$ in the following way. For any site $i \in \partial P$, we connect with the minimal site $j$ such that $j>i$ and the link $(i, j)$ belongs to $\partial P$. Now, it is shown in the Appendix (Lemma A2) that there exist $k$ sites such that they are the smaller with respect to the lexicographic ordering end points of exactly $d$ links. We call these sites $i_{1}, \ldots, i_{k}$. Let $L_{L}$ be the set of links having $i_{L}$ as the smaller end point. We also let

$$
G_{2}=T \backslash\left(T \cap\left(\bigcup_{\alpha=1}^{k} L_{\alpha}\right)\right)
$$

and $G_{1}=\partial P \backslash G_{2}$. Then

$$
G_{1}=\bigcup_{\alpha=1}^{k} L_{\alpha} \cup L,
$$

where $L \subset G_{1}$ is the set of all links such that their end points belong to $G_{2}$.

The $L_{\alpha}$ 's and $L$ are pairwise disjoint. To estimate the left-hand side of the formula (2.16) let us first write 1 instead of $\delta_{\sigma_{r}, \sigma_{j}}$ for all links $l \in L$. Then we can estimate the resulting statistical sum on $\partial P \backslash L$ in the following way. We take the smallest site $i$ belonging to $\partial P$ and fix the spins on other sites. Then either there is exactly one line $l \in \partial P \backslash L \cap T$ connecting the site $i$ to the rest of the graph, or $i=i_{1}$. In the former case we get the factor $q+\exp (\beta h)$, and in the latter, the factor $\left[q^{1 / d}+\exp (\beta h)\right]^{d}$ (Lemma A3) multiplying the statistical sum for the graph obtained from $\partial P$ by deleting the site $i$ and all links from $\partial P$ having $i$ as their end point. Proceeding in this way we obtain finally the following bound:

$$
\begin{align*}
& q^{-1} \sum_{\sigma_{V, \partial P)}} \exp \left(\beta h \sum_{T} \delta_{\sigma_{\sigma^{\prime} \sigma_{j}}}\right) \\
& \quad \leqslant[q+\exp (\beta h)]^{\left|\sigma_{2}\right|}\left[q^{1 / d}+\exp (\beta h)\right]^{k d}[\exp (\beta h)]^{|L|} \tag{2.19}
\end{align*}
$$

But

$$
\begin{aligned}
\left|G_{2}\right| & =|V(\partial P)|-1-k \\
& =|\partial P|-|h(\partial P)|-k=|\partial P|-(2|P| / d-1), \\
k d & +|L|=2|P| / d-1,
\end{aligned}
$$

so that we again get the inequality (2.16). One can easily verify that (2.16) is also true in the case when $2|P| / d-1$ and/or $2|P| / d$ are not integers. This can be done by taking the appropriate integer parts.

From the inequalities (2.12) and (2.15) we find

$$
\begin{align*}
& \sum_{\sigma_{\Lambda}: p \in P \Rightarrow \sigma_{p}=0} \exp \left(\beta h \sum_{l} \delta_{\sigma_{l}, 0}\right) \\
& \leqslant
\end{align*}
$$

Finally, let us consider the sets $P$ that are not "contractible" to a point in the sense defined above. Let us choose any Cayley tree $T$ in $\partial P$. According to our assumption, there are links $l \in T$ such that the unique loop in $\{l\} \cup T$ is not a boundary of any oriented two-dimensional surface consisting of the plaquettes belonging to $P$. We call the set of such links $\Delta$. We call two links $l_{1}, l_{2} \in \Delta$ equivalent if some linear combination of the loops in $\left\{l_{i}\right\} \cup T$ is the boundary of two-dimensional oriented surface consisting of plaquettes from $P$. The general solution of the equations $\sigma_{p}=0$ for $p \in \partial P$ now reads

$$
\begin{equation*}
\sigma_{l}=\sigma_{i}-\sigma_{j}+\sigma_{l}^{0} \tag{2.21}
\end{equation*}
$$

Here $\sigma_{l}^{0} \neq 0$ if and only if $l \in \Delta$; moreover, $\sigma_{l_{1}}^{0}=\sigma_{l_{2}}^{0}$ if $l_{1}$ and $l_{2}$ are equivalent.

Corresponding, we have

$$
\begin{align*}
& \sum_{\sigma_{\partial P} ; P \in P \Rightarrow \sigma_{p}=0} \exp \left(\beta h \sum_{l \in \partial P} \delta_{\sigma_{l}, 0}\right) \\
&=\sum_{\substack{\left\{\sigma_{l}^{0}\right\} \\
l \in \Delta: \sigma_{1}=\sigma_{l_{2}}^{0}}} q^{-c(\partial P)} \sum_{\sigma_{V(\partial P)}} \exp \left(\beta h \sum_{l \in \partial P} \delta_{\sigma_{l}^{0}, \sigma_{j}-\sigma_{i}}\right) \\
& \leqslant \sum_{\substack{\text { if } I_{l}, l_{2} \text { are equivalent } \\
\left\{\sigma_{l}^{0}\right\}}} q^{-c(\partial P)} \sum_{\sigma_{V(\partial P)}} \exp \left(\beta h \sum_{l \in \partial P} \delta_{\sigma_{l}^{0}, \sigma_{j}-\sigma_{i}}\right)
\end{align*}
$$

Now we can sum over all $\sigma_{l}^{0}$ using the fact that

$$
\sum_{\sigma_{l}^{0}=0}^{q-1} \delta_{\sigma_{i}^{0}, \sigma_{j}-\sigma_{i}}=1
$$

The right-hand side of the inequality (2.22) then becomes
$q^{-c(\partial P)} \exp (\beta h|\Delta|) \sum_{\sigma_{V(\partial P \backslash \Delta)}} \exp \left(\beta h \sum_{l \in \partial P} \delta_{\sigma_{i}, \sigma_{j}}\right)$.
The last sum can be estimated as previously. Indeed, the graph obtained from $\partial P$ by deleting the lines from $\Delta$ is the boundary $\partial P^{\prime}$ of the subset $P^{\prime} \subset P$ plus some lines that are parts of the borders of plaquettes from $P \backslash P^{\prime}$ and do not form the additional loops. It can be immediately shown that the same estimate applies

$$
\begin{gather*}
q^{-c(\partial P)} \sum_{\sigma_{V(\partial P \backslash \Delta)}} \exp \left(\beta h \sum_{l \in \partial P} \delta_{\sigma_{i}, \sigma_{j}}\right) \\
\leqslant
\end{gather*}
$$

Letting $2 /(d-1)\left(|P|-\left|P^{\prime}\right|\right)=\gamma$ and writing
$\exp (\beta h|\Delta|)=\exp [\beta h(|\Delta|-\gamma)] \exp (\beta h \gamma)$

$$
\begin{aligned}
\leqslant & {[q+\exp (\beta h)]^{|\Delta|-\{2 /(d-1)]\left(|P|-\left|P^{\prime}\right|\right)} } \\
& \times\left[q^{1 / d}+\exp (\beta h)\right]^{2 /(d-1)\left(|P|-\left|P^{\prime}\right|\right)}
\end{aligned}
$$

We conclude from Eqs. (2.22)-(2.24) that the estimate (2.20) applies again.

Finally, by combining (2.20) with (2.10), we get

$$
\begin{align*}
Z(\beta, h, q) \leqslant & \sum_{|P|=0}^{|\Delta| d(d-1) / 2}\left(| |_{P \mid}^{\Delta \mid d(d-1) / 2}\right) \\
& \times\left[e^{\beta}\left(q^{1 / d}+e^{\beta h}\right)^{2 /(d-1)}\right]^{|P|} \\
& \times\left[\left(q+e^{\beta h}\right)^{2 / d-1}\right]^{|\Lambda| d(d-1) / 2-|P|} \\
= & {\left[e^{\beta}\left(q^{1 / d}+e^{\beta h}\right)^{2 /(d-1)}\right.} \\
& \left.+\left(q+e^{\beta h}\right)^{2 / d-1}\right]^{|\Lambda| d(d-1) / 2} \tag{2.25}
\end{align*}
$$

and

$$
\begin{align*}
f(\beta, h, q) \geqslant & -(d(d-1) / 2 \beta) \log \left[e^{\beta}\left(q^{1 / d}+e^{\beta h}\right)^{2 /(d-1)}\right. \\
& \left.+\left(q+e^{\beta h}\right)^{2 /(d-1)}\right] . \tag{2.26}
\end{align*}
$$

Again after rescaling $\beta \rightarrow \beta \log q$ and letting $q \rightarrow \infty$ we get the needed lower bound. For $h<0$, we estimate the statistical sum by $Z(\beta, 0, q)$ and use the above result. This concludes the proof.

## III. CONCLUSIONS AND SUMMARY

(i) As it is well known, the phase transition occurs as a result of a competition between the energy and entropy in expression for free energy $F=E-T S$. For low temperatures $T$, the energy is important and has to be minimalized. In the "ferromagnetic" case, this favors an order. On the other hand, for high temperatures the second term is the dominating one and one has to maximalize the entropy. This fact, in turn, favors nonordered states. In the limit $q \rightarrow \infty$, the competition between energy and entropy appears in its extreme form. For the usual (nongauge) Potts model and for the gauge Potts model in the version (a) there are two phases. In the low-temperature phase, the free energy simply equals the energy of the lowest lying state. All excited states are irrelevant and give no contribution. On the other hand, in the high-temperature phase, the energy factor is irrelevant and all states are equally probable. Consequently, the free energy simply equals $T$ multiplied by total entropy.

The gauge Potts model in version (b) above is a bit more complicated. There are three phases. For a strong magnetic field (or for low temperatures), the free energy is dominated by the energy of the ground state (vacuum). This is the maximally ordered state with all $\sigma_{l}=0$. As the magnetic field decreases (or the temperature increases), the phase transition occurs. In the new phase we meet the following situation. There are many states with the same plaquette energy as the vacuum state. These are simply the configurations gauge equivalent to the vacuum. Their energies are a bit greater than the ground state energy due to the coupling with the external field $h$. However, contrary to the ground state, which is unique, their number is quite large, $\sim q^{|\Lambda|}$, and, being macroscopically significant, it does contribute to the entropy per site by 1 . In the phase under consideration this effect prevails the one following from the energy difference.

There exists also a third phase, the high-temperature one, in which the energy differences are again irrelevant and the free energy equals $-T$ multiplied by the total entropy.
(ii) From the consideration of Sec. II, the following interesting picture of the phase transition in case (b) emerges. For low temperatures, all the plaquette degrees of freedom are frozen to their vacuum value, $\sigma_{p}=0$. They contribute an


FIG. 1. (a) The phase diagram for version (a) of the gauge Potts model: $\quad f_{\mathrm{I}}=-(d-1) / \beta, f_{\mathrm{II}}=-d(d-1) / 2-[h(d-1)], f_{\mathrm{III}}$ $=-d(d-1) / 2$. (b) The phase diagram for version (b) of the gauge Potts model: $f_{\mathrm{I}}=-d / \beta, f_{\mathrm{II}}=-d(d-1) / 2-h d, f_{\mathrm{III}}=-d(d-1) /$ $2-(1 / \beta)$.
amount $-d(d-1) / 2$ to the free energy per site. Only the gauge degrees of freedom are unfrozen and, due to the coupling to the external field, they form a usual (nongauge) Potts model with the coupling constant equal to $h$ and with the vanishing external field. Consequently, according to the results obtained in Ref. 7, those gauge degrees of freedom
contribute an amount $-h d$ or $-1 / \beta$ to the free energy in the low- or high-temperature phase, respectively. This gives the first two terms in the expression for the free energy. The third term is, as was stressed above, simply proportional to the total entropy of the system.
(iii) The phase diagrams for both cases are sketched on Fig. 1. We see that they are [especially in case (b)] fairly nontrivial. They both possess the triple point $P_{t}$; $P_{t}=(2 / d, 0)$ or $P_{t}=(2 / d, 1 / 2)$ in case (a) or (b), respectively. All of the phase transitions are of the first order. Let us also note that (a) shows a spontaneous magnetization for $\beta>2 / d$ and $h \rightarrow 0^{+}$; the second case cannot magnetize spontaneously.
(iv) Let us conclude our considerations by the remark concerning the applicability of the mean-field method. As we indicate in the Introduction, the mean-field method in its wider sense, gives the proper answer for both cases. However, if by the mean-field method we also understand the specific choice of the trial probability distribution that treats all link variables as independent, then we will fail to give the right answer for phase III of the second model. The reason for this is quite obvious. In this phase the correlations following from the gauge invariance play the dominant role. On the other hand, they are disregarded in the mean field theory in its narrow sense.

Note added in proof: Professor R. Kotecky kindly pointed out to me that there is an error in the proof starting from formula (2.22). This error can be corrected at the price of considerable lengthening of the proof. Meanwhile, I discovered that the whole proof can be simplified if we use the set. $\bar{L}(P)$ constructed by Kotecky ${ }^{8}$ and consider two cases: (i) $|\bar{L}(P)| \geqslant 2|P| /(d-1)$, (ii) $2|P| /(d-1)>|\bar{L}(P)| \geqslant 2|P| /$ $d$. The corrected version appeared in the preprint and can be sent on request. No statement or conclusion should be changed.
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## APPENDIX: SUBSIDIARY LEMMAS

Lemma A1: Let $P$ be any set of plaquettes on the $d$ dimensional hypercubic lattice, and let $\partial P$ be the graph spanned by the links bordering the plaquettes from $P$. Then the following inequality holds:

$$
|h(\partial P)| \geqslant(2 / d)|P|
$$

Proof: Instead of giving an independent proof we may appeal to the results obtained by Kotecky. ${ }^{8}$ From his construction of the set $\bar{L}(P)$ in the notation used in Ref. 8 , it immediately follows that $\bar{L}(P) \subset \partial P$, the graph $\partial P \backslash \bar{L}(P)$ has the same number of connected components as $\partial P$, and contains all vertices of $\partial P$. Consequently,

$$
\begin{aligned}
|\bar{L}(P)| & =|\partial P|-|\partial P \backslash \bar{L}(P)| \\
& \leqslant|\partial P|-|V(\partial P)|+C(\partial P)=|h(\partial P)|
\end{aligned}
$$

but Kotecky proved that $|\bar{L}(P)| \geqslant(2 / d)|P|$.
Lemma A2: In the notation of Lemma A1, the following statement is valid. If

$$
|h(\partial P)|=2|P| /(d-1)-k
$$

then there exist at least $k$ vertices such that they are the smaller (with respect to the lexicographical ordering) end points of exactly $d$ links belonging to $\partial P$.

Proof: By inspecting again the construction given by Kotecky, we conclude that if the numbers of links of $\partial P$ "emanating" from any vertex does not exceed $d-1$, then

$$
|h(\partial P)| \geqslant 2|P| /(d-1)
$$

Let us further note that if we delete one link belonging to $\partial P$, and start from the site that is the smaller end point of exactly $d$ links, then $|h(\partial P)|$ decreases by 1 while $|P|$ decreases at most by $2(d-1)$. This fact concludes the proof.

Lemma A3: Let $\sigma_{1}, \ldots, \sigma_{d}$ be any fixed values from $Z_{q}$. Then the following inequality holds:

$$
\sum_{\sigma \in Z_{q}} \exp \left(\beta h \sum_{i=1}^{d} \delta_{\sigma, \sigma_{i}}\right) \leqslant\left(q^{1 / d}+\exp (\beta h)\right)^{d}
$$

The proof is straightforward.
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Let $\phi$ be a relativistic scalar field fulfilling canonical commutation relations (CCR).
Furthermore it is assumed that the time zero fields and momenta form an irreducible set.
Based on estimates given by Herbst [I. W. Herbst, J. Math. Phys. 17, 1210 (1976)], and by methods developed by Powers [R. T. Powers, Commun. Math. Phys. 4, 145 (1967)], it is shown that $\phi$ has to be a free field in $n>3$ space dimensions. For $n=3$ (resp. $n=2$ ) restrictions that look similar to the restriction in a formal : $\phi^{4}:_{3+1}\left(\right.$ resp. $\left.: \phi^{6}::_{2+1}\right)$ theory are obtained.

## I. INTRODUCTION

In 1967 Powers ${ }^{1}$ showed that a relativistic Fermi field, which fulfills canonical anticommutation relations (CAR) and is irreducible, does not interact (it is even a free field ${ }^{2}$ ) if the number of space dimensions is greater than 1.

We want to analyze the analogous situation for Bose fields. We consider a relativistic scalar field $\phi$ which fulfills canonical commutation relations (CCR). Furthermore, we assume that the time zero field $\phi(f)$ together with the time zero momenta $\pi(f)=\dot{\phi}(f)$ form an irreducible set. Bose fields are represented by unbounded operators, but Fröhlich's commutator theorem ${ }^{3}$ provides a powerful tool for dealing with this unboundedness.

In the case of fermions CAR imply the bound $\|\psi(t, f)\| \leqslant\|f\|_{2}$ for the field operator. Powers ${ }^{1}$ uses locality and these operator bounds to show that

$$
[\psi(f)\{\psi(g), \dot{\psi}(h)\}]=0 \text { for } n>1 \text { space dimensions. }
$$

In the Bose case we also use locality but instead of $\|\psi(t, f)\| \leqslant\|f\|_{2}$ we use bounds for $n$-point functions given by Herbst ${ }^{4}$ to estimate $\|[\pi(f)[\pi(g), \dot{\pi}(h)]] \Omega\|$.

Based upon " $\partial_{j} \phi$-bounds" we show in Sec. II that $\left[\pi\left(g_{N}\right)\left[\cdots\left[\pi\left(g_{1}\right), \dot{\pi}(h)\right] \cdots\right] \Omega=0 \quad\right.$ for $\quad n>(N+3) /$ ( $N-1$ ) space dimensions. From irreducibility we conclude in Sec. III that $\phi$ has to be a free field in $n>3$ space dimensions. In $n=3$ (resp. $n=2$ ) space dimensions we get restrictions on multiple commutators $\left[\pi\left(g_{N}\right)\left[\cdots\left[\pi\left(g_{1}\right), \dot{\pi}(h)\right] \cdots\right]\right.$ which are similar to the restrictions one would expect in a formal : $\phi^{4}:_{3+1}$ (resp. $: \phi^{6}:_{2+1}$ ) theory.

These results have to be compared with the known models: $P(\phi)_{1+1}$ fulfills CCR and so does the sine-Gordon model. In two-space dimensions : $\phi^{4}:_{2+1}$ is a canonical theory. The models with exponential interaction $\exp \alpha \phi$ : are very interesting (see Ref. 5). In two or more space dimensions the regularized Schwinger functions converge to the Schwinger functions of a free field. In one-space dimension the same phenomenon occurs for large $|\alpha|$. For $\alpha^{2}<4 \pi$ we have nontrivial Schwinger functions. In all cases the Wightman functions fulfill CCR.

In the references we have also listed the pioneering work by Araki ${ }^{6}$ because it is fundamental for the estimates given

[^15]by Herbst. ${ }^{4}$ Furthermore, we want to mention the unpublished thesis by Sinha, ${ }^{7}$ in which he tried to adapt the methods developed by Powers ${ }^{1}$ to the Bose case. But at this time the very strong estimates given by Herbst ${ }^{4}$ were not yet available and Sinha had to replace these estimates by assumptions.

Throughout this paper we make the following assumptions.
(i) Relativistic quantum field theory (QFT).
(a) $\phi(t, x)$ fulfills the Wightman axioms for a scalar, neutral field in $n+1$ space-time dimensions. The self-adjoint Hamiltonian $H \geqslant 0$ is the generator of time translations. We assume $(\Omega, \phi(t, x) \Omega) \equiv 0$.
(b) Existence of sharp time fields. For $f \in \mathscr{P}\left(\mathbf{R}^{n}\right)$ and $\psi \in D$ we assume

$$
\begin{equation*}
\phi(t, f) \psi=\lim _{\epsilon \rightarrow 0} \phi\left(\delta_{t}^{\epsilon}, f\right) \psi, \tag{1.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\pi(t, f) \psi=i[H, \phi(t, f)] \psi=\lim _{\epsilon \rightarrow 0} \phi\left(-\dot{\delta}_{t}^{\epsilon}, f\right) \psi \tag{1.2}
\end{equation*}
$$

exist, where $\delta_{t}^{\epsilon} \in \mathscr{S}(\mathbb{R})$ is a $\delta$-sequence and $D$ is an invariant domain, i.e., $\phi(t, f) D \subset D$ and $\pi(t, f) D \subset D$. By $\phi(f)$ [resp. $\pi(f)$ ] we denote the time zero fields $\phi(0, f)$ [resp. $\pi(0, f)]$.
(c) We assume that

$$
\mathscr{D}_{0}=\text { linear span }\left\langle e^{i \phi(f)} \Omega ; f \in \mathscr{S}_{\text {real }}\left(\mathbb{R}^{n}\right)\right\rangle
$$

is dense in the Hilbert space $\mathscr{H}$ and furthermore is a core for the Hamiltonian $H$.

In the following we assume always real test functions!
Remark 1:1: Assumption (c) is necessary because many estimates are based on Araki's formula ${ }^{6}$

$$
\begin{equation*}
\left(e^{i \phi(f)} \Omega, H e^{i \phi(g)} \Omega\right)=\frac{1}{2}(f, g)\left(e^{i \phi(f)} \Omega, e^{i \phi(g)} \Omega\right), \tag{1.3}
\end{equation*}
$$

and we want $H$ to be uniquely determined by (1.3).
(ii) Canonical commutation relations (CCR). For the symmetric operators $\phi(t, f)$ and $\pi(t, f)$ we have (a) form bounds,

$$
\begin{align*}
& \pm \phi(t, f) \leqslant|f|_{1}(H+1)  \tag{1.4}\\
& \pm \pi(t, f) \leqslant|f|_{2}(H+1) \text { as forms on } Q(H)
\end{align*}
$$

where $|\cdot|_{1}$ and $|\cdot|_{2}$ are norms on $\mathscr{S}\left(\mathbb{R}^{n}\right)$; and
(b) $[\phi(t, f), \phi(t, g)]=0=[\pi(t, f), \pi(t, g)]$,

$$
\begin{equation*}
[\phi(t, f), \pi(t, g)]=i \int_{\mathbf{R}^{n}} d^{n} x f(x) g(x) \tag{1.5}
\end{equation*}
$$

weakly on $D(H) \times D(H)$.
Remark 1.2: By Fröhlich's commutator theorem ${ }^{3}$ the CCR for the Weyl operators $e^{i \phi(t, f)}$ and $e^{i \pi(t, g)}$ follow from (a) and (b).
(iii) Irreducibility.

A bounded operator $B$ which commutes with $e^{i \phi(f)}$ and $e^{i \pi(g)}$ for all $f, g \in \mathscr{S}\left(\mathbb{R}^{n}\right)$ (remember we take only real test functions!) is a $c$-number, i.e., $B=(\Omega, B \Omega)$. Again by Fröhlich's commutator theorem we can reformulate irreducibility as follows.

Proposition 1.3: Assume the symmetric operator $C$ fulfills
(a) the form bound $\pm C \leqslant c_{0}(H+1)$ on $Q(H)$, and
(b) $[\phi(f), C]=0=[\pi(f), C]$ on $D(H) \times D(H)$

$$
\begin{equation*}
\text { for all } f \in \mathscr{P}\left(\mathbf{R}^{n}\right) \tag{1.7}
\end{equation*}
$$

then $C=(\Omega, C \Omega)$.
Proof: See Ref. 3 for details. Because of the form bounds (1.3) and (1.6) it follows from (1.7) that

$$
\begin{align*}
& e^{i \phi(f)} e^{i \lambda C} e^{-i \phi(f)}=e^{i \lambda C}  \tag{1.8}\\
& e^{i \pi(f)} e^{i \lambda C} e^{-i \pi(f)}=e^{i \lambda C} \text { for } \lambda \in \mathbb{R} . \tag{1.9}
\end{align*}
$$

From irreducibility we conclude

$$
\begin{equation*}
e^{i \lambda c}=\left(\Omega, e^{i \lambda c} \Omega\right) \tag{1.10}
\end{equation*}
$$

and from this $C=(\Omega, C \Omega)$ follows. This formulation of irreducibility is much more convenient for the applications even if we have to assume a form bound (1.6).
(iv) Existence of $\dot{\pi}(t, f)$.
(a) For $f \in \mathscr{S}\left(\mathbb{R}^{n}\right)$ and $\psi \in D$,

$$
\begin{equation*}
\dot{\pi}(t, f) \psi=i[H, \pi(t, f)] \psi=\lim _{\epsilon \rightarrow 0} \phi\left(\ddot{\delta}_{t}^{\epsilon}, f\right) \psi \tag{1.11}
\end{equation*}
$$

exists and $D$ is an invariant domain.
(b) We have the form bound

$$
\begin{equation*}
\pm \dot{\pi}(t, f) \leqslant|f|_{3}(H+1) \quad \text { on } Q(H) \tag{1.12}
\end{equation*}
$$

where $|\cdot|_{3}$ is a norm on $\mathscr{S}\left(\mathbb{R}^{n}\right)$.
Remark 1.4: The assumed existence of $\phi(f) \Omega, \pi(f) \Omega$, and $\dot{\pi}(f) \Omega$ can be expressed by the Källen-Lehmann weight function $\rho\left(m^{2}\right)$ as follows:
$\|\phi(f) \Omega\|^{2}$
$=\int_{0}^{\infty} d m^{2} \rho\left(m^{2}\right) \int_{\mathbf{R}^{n}} d^{n} p \frac{|\tilde{f}(p)|^{2}}{2 \sqrt{m^{2}+p^{2}}}<\infty$,
$\|\pi(f) \Omega\|^{2}$

$$
\begin{equation*}
=\int_{0}^{\infty} d m^{2} \rho\left(m^{2}\right) \int_{\mathbf{R}^{n}} d^{n} p \frac{\sqrt{m^{2}+p^{2}}}{2}|\tilde{f}(p)|^{2}<\infty \tag{1.14}
\end{equation*}
$$

$\|\dot{\pi}(f) \Omega\|^{2}$
$=\int_{0}^{\infty} d m^{2} \rho\left(m^{2}\right) \int_{\mathbf{R}^{n}} d^{n} p \frac{\left[m^{2}+p^{2}\right]^{3 / 2}}{2}|\tilde{f}(p)|^{2}<\infty$.
Therefore the moments $\int_{0}^{\infty} d m^{2} \rho\left(m^{2}\right) m^{k}$ exist for $k=0,1,2,3$.

For the vacuum expectation value of the commutator we have the representation

$$
\begin{align*}
& (\Omega,[\phi(t, x), \phi(s, y)] \Omega) \\
& \quad=-i \int_{0}^{\infty} d m^{2} \rho\left(m^{2}\right) D\left(t-s, x-y ; m^{2}\right) \tag{1.16}
\end{align*}
$$

where

$$
\begin{equation*}
\left(\square+m^{2}\right) D\left(t, x ; m^{2}\right)=0, \tag{1.17}
\end{equation*}
$$

with the initial conditions

$$
\begin{equation*}
D\left(0, x ; m^{2}\right)=0,\left(\partial_{t} D\right)\left(0, x ; m^{2}\right)=\delta(x) \tag{1.18}
\end{equation*}
$$

The canonical commutation relations imply

$$
\begin{equation*}
\int_{0}^{\infty} d m^{2} \rho\left(m^{2}\right)=1 \tag{1.19}
\end{equation*}
$$

## II. ESTIMATES FOR MULTIPLE COMMUTATORS

In this section we want to get estimates for

$$
\left[\left(\pi ( g _ { N } ) \left[\pi\left(g_{N-1}\right)\left[\cdots\left[\pi\left(g_{1}\right), \dot{\pi}(h)\right] \cdots\right] \Omega\right.\right.\right.
$$

Our main tool is the combination of methods developed by Powers ${ }^{1}$ for analyzing CAR with estimates given by Herbst ${ }^{4}$ for a Wightman field fulfilling CCR.

From the paper by Herbst ${ }^{4}$ one can easily extract the following estimates.

Proposition 2.I: Let $\quad \zeta_{k}=\xi_{k}+i \eta_{k} \in \mathbb{R}+i \mathbb{R}_{+}$, $k=1, \ldots, N$, and let $f_{k} \in \mathscr{S}\left(\mathbb{R}^{n}\right), k=1, \ldots, N$. Then the analytic vector-valued function

$$
\begin{equation*}
F_{N}(\xi ;(\mathbf{a} \cdot \nabla) f):=e^{i \zeta_{1} H} \phi\left(\mathbf{a} \nabla f_{1}\right) e^{i \zeta_{2} H} \cdots e^{i \zeta_{N} H} \phi\left(\mathbf{a} \nabla f_{N}\right) \Omega \tag{2.1}
\end{equation*}
$$

where $\mathbf{a} \in \mathbb{R}^{n}$ is a unit vector, is bounded by

$$
\begin{align*}
\left\|F_{N}(\xi ;(\mathbf{a} \cdot \nabla) f)\right\| \leqslant & A^{N}(N!)^{1 / 2}\left\{1+\max _{k=2, \ldots, N}\left(\frac{\left|\xi_{k}\right|}{\eta_{k}}\right)^{(N-1) / 2}\right\} \\
& \times \prod_{k=1}^{N}\left(\lambda\left\|(\mathbf{a} \cdot \nabla) f_{k}\right\|_{2}+\frac{1}{\lambda}\left\|f_{k}\right\|_{2}\right) \tag{2.2}
\end{align*}
$$

for all $\lambda>0$.
Sketch of the proof: The starting point is the " $\nabla \phi$ " bounds (see Theorem 2.6 in Ref. 4)

$$
\begin{equation*}
\pm \phi(\mathbf{a} \cdot \nabla f) \leqslant H+\frac{1}{2}\|f\|_{2}^{2} \tag{2.3}
\end{equation*}
$$

From this the estimates for $n$-point functions [see Theorem 2.5 (B) in Ref. 4],

$$
\begin{equation*}
\left(\Omega,|\phi(\mathbf{a} \nabla f)|^{N} \Omega\right) \leqslant B^{N}(N!)^{1 / 2}\left(4\|\mathfrak{a} \cdot \nabla f\|_{2}\|f\|_{2}\right)^{N / 2} \tag{2.4}
\end{equation*}
$$

can be easily derived. But of course

$$
\begin{equation*}
2\left(\|\mathbf{a} \nabla f\|_{2}\|f\|_{2}\right)^{1 / 2} \leqslant \lambda\|\mathbf{a} \nabla f\|_{2}+(1 / \lambda)\|f\|_{2} \tag{2.5}
\end{equation*}
$$

for all $\lambda>0$ and therefore we have
$\left|\left(\Omega, \phi(\mathbf{a} \nabla f)^{N} \Omega\right)\right| \leqslant B^{N}(N!)^{1 / 2}\left[\lambda\|\mathbf{a} \nabla f\|_{2}+(1 / \lambda)\|f\|_{2}\right]^{N}$.

As explained by Herbst ${ }^{4}$ after the proof of Proposition 3.7 from the bound (2.6) the estimates (2.2) follow. This is so, because $e^{-t H}$ is a positivity preserving contraction semigroup and therefore the Schwinger functions exist. Furthermore, one can do the analytic continuation in a similar way as Herbst ${ }^{4}$ does it in the proof of Proposition 3.7.

The main result of this section is the following lemma.
Lemma 2.2: For $g_{0}, g_{1}, \ldots, g_{N} \in \mathscr{D}\left(\mathbb{R}^{n}\right)$ we have

$$
\begin{align*}
& {\left[\pi\left(g_{N}\right)\left[\pi\left(g_{N-1}\right) \cdots\left[\pi\left(g_{1}\right), \dot{\pi}\left(g_{0}\right)\right] \cdots\right] \Omega\right.} \\
& \quad \equiv 0 \text { if } n>(N+3) /(N-1) \tag{2.7}
\end{align*}
$$

Proof: (a) As we shall see later we only need the cases $N=2,3,4$, and 6 . The corresponding values of $n$, the number of space dimensions for which (2.7) is true, are $n \geqslant 6,4,3$, and 2.
(b) Remember that $\pi\left(g_{k}\right)=\dot{\phi}\left(0, g_{k}\right)$ and $\dot{\pi}\left(g_{0}\right)$ $=\ddot{\phi}\left(0, g_{0}\right)$. By using $\delta$-sequences $f_{0}^{\epsilon}, f_{1}^{\epsilon}, \ldots, f_{N}^{\epsilon} \in \mathscr{D}(\mathbb{R})$ we write

$$
\begin{align*}
& {\left[\pi\left(g_{N}\right)\left[\cdots\left[\pi\left(g_{1}\right), \dot{\pi}\left(g_{0}\right)\right] \cdots\right] \Omega\right.} \\
& \quad=\lim _{\epsilon \rightarrow 0}(-1)^{N}\left[\phi\left(\dot{f}_{N}^{\epsilon}, g_{N}\right)\right. \\
& \quad \times\left[\cdots\left[\phi\left(\dot{f}_{1}^{\epsilon}, g_{1}\right), \phi\left(\ddot{f}_{0}^{\epsilon}, g_{0}\right)\right] \cdots\right] \Omega . \tag{2.8}
\end{align*}
$$

Let us choose $f_{j} \in \mathscr{D}(\mathbb{R}), j=0, \ldots, N$, such that
(i) $\operatorname{supp} f_{j} \subseteq\left[-\frac{1}{5 N}, \frac{1}{5 N}\right]$,
(ii) $\int_{\mathbf{R}} f_{j}(t) d t=1$,
and for $\epsilon>0$ we define
(iii) $f_{j}^{\epsilon}(t):=(1 / \epsilon) f_{j}(t / \epsilon)$.
(c) For $0<\epsilon \leqslant 1$ let $E_{k}^{\epsilon}, \underline{k} \in \mathbb{Z}^{n}$, be a smooth partition of the unity as defined in Appendix A. For $\underline{k}=\left(k_{1}, \ldots, k_{n}\right) \in \mathbb{Z}^{n}$ we have

$$
\begin{align*}
\operatorname{supp} E_{\underline{k}}^{\epsilon} \subseteq & {\left[\left(k_{1}-\frac{3}{4}\right) \epsilon,\left(k_{1}+\frac{3}{4}\right) \epsilon\right] } \\
& \times \cdots \times\left[\left(k_{n}-\frac{3}{4}\right) \epsilon,\left(k_{n}+\frac{3}{4}\right) \epsilon\right] . \tag{2.11}
\end{align*}
$$

By linearity we get

$$
\begin{align*}
& {\left[\phi\left(\dot{f}_{N}^{\epsilon}, g_{N}\right)\left[\cdots\left[\phi\left(\dot{f}_{1}^{\epsilon}, g_{1}\right), \phi\left(\ddot{f}_{0}^{\epsilon}, g_{0}\right)\right] \cdots\right] \Omega\right.} \\
& \quad=\sum_{\underline{k(N)}, \ldots, \underline{k(0) \in \mathbb{Z}^{n}}}\left[\phi ( \dot { f } _ { N } ^ { \epsilon } , E _ { \underline { k } ( N ) } ^ { \epsilon } g _ { N } ) \left[\cdots \left[\phi \left(\dot{f}_{1}^{\epsilon},\right.\right.\right.\right. \\
& \left.\left.\left.E_{\underline{k(1)}}^{\epsilon} g_{1}\right), \phi\left(\ddot{f}_{0}^{\epsilon}, E_{\underline{k(0)}}^{\epsilon} g_{0}\right)\right] \cdots\right] \Omega \tag{2.12}
\end{align*}
$$

This is a finite sum because $g_{0}, \ldots, g_{N} \in \mathscr{D}\left(\mathbb{R}^{N}\right)$.
(d) As Powers ${ }^{1}$ has done in the case of CAR we now use locality to reduce the number of terms. The support of $f_{j}^{\epsilon} \times E_{\underline{k}}^{\epsilon} g_{j}$ is by construction contained in

$$
\begin{align*}
O_{\underline{k}}:= & {\left[-\frac{\epsilon}{5 N}, \frac{\epsilon}{5 N}\right] \times\left[\left(k_{1}-\frac{3}{4}\right) \epsilon,\left(k_{1}+\frac{3}{4}\right) \epsilon\right] } \\
& \times \cdots \times\left[\left(k_{n}-\frac{3}{4}\right) \epsilon,\left(k_{n}+\frac{3}{4}\right) \epsilon\right] . \tag{2.13}
\end{align*}
$$

This $O_{k}$ is spacelike separated from $O_{l}$ if $\left|k_{i}-l_{i}\right| \geqslant 2$ for some $i \in\{1, \ldots, n\}$, because if we assume $\bar{k}_{i} \geqslant l_{i}+2$, then for
$x \in O_{\underline{k}}$ and $y \in O_{\underline{l}}$ we have

$$
\begin{align*}
(x-y)^{2} & \leqslant((2 / 5 N) \epsilon)^{2}-\left[\left(k_{i}-\frac{3}{4}-\left(l_{i}+\frac{3}{4}\right)\right)\right]^{2} \\
& \leqslant \epsilon^{2}\left[(2 / 5 N)^{2}-\left(\frac{1}{2}\right)^{2}\right]<0 . \tag{2.14}
\end{align*}
$$

Therefore we get by locality

$$
\begin{align*}
& {\left[\phi\left(\dot{f}_{N}^{\epsilon}, g_{N}\right)\left[\cdots\left[\phi\left(\dot{f}_{1}^{\epsilon}, g_{1}\right), \phi\left(\ddot{f}_{0}^{\epsilon}, g_{0}\right)\right] \cdots\right] \Omega\right.} \\
& \quad=\sum_{\underline{k}(N), \ldots, k(0) \in Z^{n}}\left[\phi\left(\dot{f}_{N}^{\epsilon}, E_{\underline{k(N)}}^{\epsilon}, g_{N}\right)\right. \\
& \quad \times\left[\cdots\left[\phi\left(\dot{f}_{1}^{\epsilon}, E_{\underline{k}(1)}^{\epsilon} g_{1}\right), \phi\left(\ddot{f}_{0}^{\epsilon}, E_{k(0)}^{\epsilon} g_{0}\right)\right] \cdots\right] \Omega, \tag{2.15}
\end{align*}
$$

and $\left|(k(j)-k(0)\rangle_{i}\right| \leqslant 1$ for all $i=1, \ldots, n$ and $j=1, \ldots, N$. Let $L$ denote the sidelength of a cube in $\mathbb{R}^{n}$ containing $\operatorname{supp} g_{0}$. Then the number of $N$-fold commutators appearing on the rhs of Eq. (2.15) is at most $3^{n N}((L+2) / \epsilon)^{n}$.
(e) Proposition 2.3, which we shall prove later, provides a bound for each of these $N$-fold commutators. Therefore we have the estimate

$$
\begin{align*}
& \|\left[\phi\left(\dot{f}_{N}^{\epsilon}, g_{N}\right)\left[\cdots\left[\phi\left(\dot{f}_{1}^{\epsilon}, g_{1}\right), \phi\left(\ddot{f}_{0}^{\epsilon}, g_{0}\right)\right] \cdots\right] \Omega \|\right. \\
& \leqslant 3^{n N}\left(\frac{L+2}{\epsilon}\right)^{n} D(n, N)\left(\prod_{j=0}^{N} \max \left|g_{j}\right|\right) \\
& \quad \times \max \left|\frac{d^{K+2} f_{0}}{d t^{K+2}}\right| \\
& \quad \times\left(\prod_{j=1}^{N} \max \left|\frac{d^{K+1} f_{j}}{d t^{K+1}}\right|\right) \epsilon^{(1 / 2)[n(N+1)-N-3]}  \tag{2.16}\\
& =C(n, N)(L+2)^{n} \epsilon^{(N-1) / 2](n-(N+3) /(N-1))} \\
& \quad \times \prod_{j=0}^{N} \max \left|g_{j}\right| \max \left|f_{0}^{(K+2)} \prod_{j=1}^{N} \max \right| f_{j}^{(K+1)} \mid, \tag{2.17}
\end{align*}
$$

where $C(n, N)$ is a constant and $K=[N / 2]$ ( $\hat{=}$ smallest natural number greater than $N / 2$ ). As $\epsilon$ goes to zero Lemma 2.2 follows from (2.17).

Proposition 2.3: For $g_{0}, \ldots, g_{N} \in \mathscr{D}\left(\mathbb{R}^{n}\right)$ and $f_{0}, \ldots, f_{N} \in$ $\mathscr{D}([-1 / 5 N, 1 / 5 N])$ we have

$$
\begin{align*}
& \|\left[\phi ( \dot { f } _ { N } ^ { \epsilon } , E _ { \underline { k } ( N ) } ^ { \epsilon } g _ { N } ) \left[\cdots \left[\phi\left(\dot{f}_{1}^{\epsilon}, E_{\underline{k(1)}}^{\epsilon} g_{1}\right)\right.\right.\right. \\
& \left.\left.\quad \phi\left(\ddot{f}_{0}^{\epsilon}, E_{\underline{k}(0)}^{\epsilon} g_{0}\right)\right] \cdots\right] \Omega \| \\
& \quad \leqslant D(n, N) \prod_{j=0}^{N} \max \left|g_{j}\right| \max \left|f_{0}^{(K+2)}\right| \\
& \quad \times \prod_{j=1}^{N} \max \left|f_{j}^{(K+1)}\right| \epsilon^{(1 / 2)[n(N+1)-N-3]} \tag{2.18}
\end{align*}
$$

provided $\left|(\underline{k}(j)-\underline{k}(0))_{1}\right| \leqslant 1$ for all $j=1,2, \ldots, N$, where $D(n, N)$ is a constant and $K=[N / 2]$ ( $\hat{=}$ smallest natural number greater than $N / 2$ ).

Proof: (a) In a first step we replace the test functions $E_{k(j)}^{\epsilon} g_{j}$ by test functions $\partial_{1} h_{j, k(j)}^{\epsilon}$ and we show that because of locality this does not affect the $N$-fold commutator. The idea is the following. Consider the commutator $[\phi(s, f), \phi(t, g)]$, where $f, g \in \mathscr{T}\left(\mathbb{R}^{n}\right)$. Define $f_{a}(x)$ : $=f(x-a)$ (translation by $a \in \mathbb{R}^{n}$ ). For $a \in \mathbb{R}^{n}$ large enough we have

$$
[\phi(s, f), \phi(t, g)]=\left[\phi\left(s, f-f_{a}\right), \phi\left(t, g-g_{-a}\right)\right]
$$

by locality. If we take $a \in \mathbb{R}^{n}$ parallel to the $x_{1}$ direction and
define

$$
F(x):=\int_{-\infty}^{x_{i}}\left[f\left(y, x_{2}, \ldots, x_{n}\right)-f\left(y-a, x_{2}, \ldots, x_{n}\right)\right] d y
$$

then $F \in \mathscr{D}\left(\mathbb{R}^{n}\right)$ and $f-f_{a}=\partial_{1} F$. With a similar definition for $G$ we finally get

$$
[\phi(s, f), \phi(t, g)]=\left[\phi\left(s, \partial_{1} F\right), \phi\left(t, \partial_{1} G\right)\right] .
$$

(b) To apply the above idea to our problem we define

$$
\begin{align*}
h_{0, k(0)}^{\epsilon}(x):= & \int_{-\infty}^{x_{1}} d y\left\{\left(E_{\underline{k}(0)}^{\epsilon} g_{0}\right)\left(y, x_{2}, \ldots, x_{n}\right)\right. \\
& \left.-\left(E_{\underline{k}(0)}^{\epsilon} g_{0}\right)\left(y+3 \epsilon, x_{2}, \ldots, x_{n}\right)\right\} \tag{2.19}
\end{align*}
$$

and for $j=1, \ldots, N$

$$
\begin{align*}
h_{j, \underline{k}(j)}^{\epsilon}(x):= & \int_{-\infty}^{x_{1}} d y\left\{\left(E_{\underline{k}(j)}^{\epsilon} g_{j}\right)\left(y, x_{2}, \ldots, x_{n}\right)\right. \\
& \left.-\left(E_{\underline{k}(j)}^{\epsilon} g_{j}\right)\left(y-3 \epsilon, x_{2}, \ldots, x_{n}\right)\right\} \tag{2.20}
\end{align*}
$$

From this definition we get with $a:=3 \epsilon e_{1}$

$$
\begin{equation*}
\partial_{1} h_{0, \underline{k}(0)}^{\epsilon}=E_{\underline{k}(0)}^{\epsilon} g_{0}-\left(E_{\underline{k}(0)}^{\epsilon} g_{0}\right)_{-a}, \tag{2.21}
\end{equation*}
$$

and for $j=1, \ldots, N$

$$
\begin{equation*}
\partial_{1} h_{j, k \in(j)}^{\epsilon}=E_{\underline{k}(j)}^{\epsilon} g_{j}-\left(E_{\underline{k}(j)}^{\epsilon} g_{j}\right)_{a} \tag{2.22}
\end{equation*}
$$

Because of the constraint $\left|(\underline{k}(j)-\underline{k}(0))_{1}\right| \leqslant 1, j=1, \ldots, N$, our choice of $a=3 \epsilon e_{1}$, the support properties of $f_{j}^{\epsilon} \times E_{k(j)}^{\epsilon}$, $f_{j}^{\epsilon} \times\left(E_{\underline{k}(j)}^{\epsilon}\right)_{a}$, and $f_{0}^{\epsilon} \times\left(E_{\underline{k}(0)}^{\epsilon}\right)_{-a}[\operatorname{see}(2.13)]$, and locality we get

$$
\begin{align*}
& {\left[\phi ( \dot { f } _ { N } ^ { \epsilon } , E _ { \underline { k } ( N ) } ^ { \epsilon } g _ { N } ) \left[\cdots \left[\phi\left(\dot{f}_{\mathrm{i}}^{\epsilon}, E_{\underline{k}(1)}^{\epsilon} g_{1}\right)\right.\right.\right.} \\
& \left.\left.\quad \phi\left(\ddot{f}_{0}^{\epsilon}, E_{\underline{k(0)}}^{\epsilon} g_{0}\right)\right] \cdots\right] \Omega \\
& \quad=\left[\phi ( \dot { f } _ { N } ^ { \epsilon } , \partial _ { 1 } h _ { N , k ( N ) } ^ { \epsilon } ) \left[\cdots \left[\phi\left(\dot{f}_{1}^{\epsilon}, \partial_{1} h_{i, \underline{k}(1)}^{\epsilon}\right)\right.\right.\right. \\
& \left.\left.\quad \phi\left(\ddot{f}_{0}^{\epsilon}, \partial_{1} h_{0, \underline{k}(0)}^{\epsilon}\right)\right] \cdots\right] \Omega . \tag{2.23}
\end{align*}
$$

(c) For later use let us estimate the $L_{2}$-norms $\|\left.\partial_{1} h_{j, k(j)}^{\epsilon}\right|_{2}$ and $\|\left. h_{j, \underline{k}(j)}^{\epsilon}\right|_{2}$,
$\left\|\partial_{1} h_{j, k \in j)}^{\epsilon}\right\|_{2}$

$$
\begin{align*}
& =\left\|E_{\underline{k}(j)}^{\epsilon} g_{j}-\left(E_{\underline{k}(j)}^{\epsilon} g_{j}\right)_{a}\right\|_{2} \leqslant \sqrt{2}\left\|E_{\underline{k}(j)}^{\epsilon} g_{j}\right\|_{2} \\
& \leqslant \sqrt{2} \max \left|g_{j}\right|\left\|E_{\underline{k}(j)}^{\epsilon}\right\|_{2} \leqslant \sqrt{2} \max \left|g_{j}\right| \epsilon^{n / 2} \tag{2.24}
\end{align*}
$$

$$
\begin{align*}
\left|h_{j, k(j)}^{\epsilon}(x)\right| & \leqslant \int_{-\infty}^{+\infty} d y\left|E_{\underline{k}(j)}^{\epsilon} g_{j}\left(y, x_{2}, \ldots, x_{n}\right)\right| \\
& \leqslant \max \left|g_{j}\right| \int_{-\infty}^{+\infty} d y\left|E\left(\frac{y}{\epsilon}\right)\right| \leqslant \max \left|g_{j}\right| \epsilon \tag{2.25}
\end{align*}
$$

And because the support of $h_{j, k(j)}^{\epsilon}$ with respect to $x_{1}$ is contained in $\left[\left(k_{1}(j)-\frac{3}{4}\right) \epsilon,\left(k_{1}(j)+3+\frac{3}{4}\right) \epsilon\right]$ we have

$$
\begin{equation*}
\left\|h_{j, \underline{k}(j)}^{\epsilon}\right\|_{2} \leqslant\left(\frac{9}{2}\right)^{1 / 2} \max \left|g_{j}\right| \epsilon^{(n / 2)+1} \tag{2.26}
\end{equation*}
$$

These estimates are true for $j=1, \ldots, N$ and also for $j=0$ if we replace $a=3 \epsilon e_{1}$ by $-3 \epsilon e_{1}$.
(d) The second step consists in using Proposition 2.1 to estimate the rhs of Eq. (2.23). The $N$-fold commutator is built up by $2^{N}$ terms, each of which is the boundary value of an analytic vector-valued function. Consider for example the first term
$\phi\left(\dot{f}_{N}^{\epsilon}, \partial_{1} h_{N, k(N)}^{\epsilon}\right) \cdots \phi\left(\dot{f}_{1}^{\epsilon}, \partial_{1} h_{1, \underline{k}(1)}^{\epsilon}\right) \phi\left(\ddot{f}_{0}^{\epsilon}, \partial_{1} h_{0, \underline{k}(0)}^{\epsilon}\right) \Omega$

$$
\begin{equation*}
=\int_{\mathbf{R}^{N+1}} d^{N+1} t \dot{f}_{N}^{\epsilon}\left(t_{N}\right) \cdots \ddot{f}_{0}^{\epsilon}\left(t_{0}\right) \tag{2.27}
\end{equation*}
$$

$$
\begin{align*}
& e^{i t_{N} H} \phi\left(\partial_{1} h_{N, \underline{k}(N)}^{\epsilon}\right) e^{i\left(t_{N-1}-t_{N}\right) H} \cdots e^{i\left(t_{0}-t_{1}\right) H} \phi\left(\partial_{1} h_{0, \underline{k}(0)}^{\epsilon}\right) \Omega \\
&= \int_{\mathbf{R}^{N+1}} d^{N+1} \xi f^{\epsilon}(\underline{\xi}) \\
& \times F_{N+1}\left(\underline{\xi}+i \underline{i} ; \partial_{1} h_{N, \underline{k}(N)}^{\epsilon}, \ldots, \partial_{1} h_{0, \underline{k}(0)}^{\epsilon}\right) \tag{2.28}
\end{align*}
$$

where we have introduced new coordinates

$$
\begin{equation*}
\boldsymbol{\xi}=\left(\xi_{1}, \ldots, \xi_{N+1}\right)=\left(t_{N}, t_{N-1}-t_{N}, \ldots, t_{0}-t_{1}\right) \tag{2.29}
\end{equation*}
$$

and defined the function $f^{\epsilon}(\xi) \in\left(\mathbb{R}^{N+1}\right)$ as

$$
\begin{equation*}
f^{\epsilon}(\underline{\xi})=\dot{f}_{N}^{\epsilon}\left(\xi_{1}\right) \dot{f}_{N-1}^{\epsilon}\left(\xi_{1}+\xi_{2}\right) \cdots \ddot{f}_{0}^{\epsilon}\left(\xi_{1}+\cdots \xi_{N+1}\right) \tag{2.30}
\end{equation*}
$$

From (2.10) we derive the following scaling behavior:

$$
\begin{equation*}
f^{\epsilon}(\xi)=\epsilon^{-(N+2)} \epsilon^{-(N+1)} f((1 / \epsilon) \xi), \tag{2.31}
\end{equation*}
$$

with
$f(\xi):=\dot{f}_{N}\left(\xi_{1}\right) \dot{f}_{N-1}\left(\xi_{1}+\xi_{2}\right) \cdots \ddot{f}_{0}\left(\xi_{1}+\cdots+\xi_{N+1}\right)$.
(e) Now we are able to use Proposition 2.1. We claim that

$$
\begin{align*}
& \|\left|\int_{\mathbf{R}^{N+1}} d^{N+1} \xi f^{\epsilon}(\xi) F_{N+1}\left(\xi+i \underline{0} ; \partial_{1} h_{N, \underline{k}(N)}^{\epsilon}, \ldots, \partial_{1} h_{0, k(0)}^{\epsilon}\right)\right| \mid \\
& \quad \leqslant D \prod_{j=0}^{N} \max \left|g_{j}\right| \max \left|f_{0}^{(K+2)}\right| \\
& \quad \times \prod_{j=1}^{N} \max \left|f_{j}^{(K+1)}\right| \epsilon^{(1 / 2)(N+1)(n+1)-(N+2)}, \tag{2.33}
\end{align*}
$$

where $D$ is a constant (depending on $n$ and $N$ ) and $K=[N /$ 2]. From estimate (2.2) we know that for any $\lambda>0$

$$
\begin{align*}
& \| F_{N+1}\left(\xi+i \eta ; \partial_{1} h_{N, k(N)}^{\epsilon}, \ldots, \partial_{1} h_{0, \underline{k}(0)}^{\epsilon}\right) \| \\
& \leqslant A^{N+1}[(N+1)!]^{1 / 2} \\
& \times \prod_{j=0}^{N}\left(\lambda\left\|\partial_{1} h_{j, \underline{k}(j)}^{\epsilon}\right\|_{2}+\frac{1}{\lambda}\left\|h_{j, \underline{k}(j)}^{\epsilon}\right\|_{2}\right) \\
& \times\left\{1+\max _{j=2, \ldots, N+1}\left(\frac{\left|\xi_{j}\right|}{\eta_{j}}\right)^{N / 2}\right\} . \tag{2.34}
\end{align*}
$$

From the estimate (2.24) and (2.26) we get for the special choice $\lambda=\epsilon^{1 / 2}$

$$
\begin{align*}
& \lambda\left\|\partial_{1} h_{j, \underline{k}(j)}^{\epsilon}\right\|_{2}+\frac{1}{\lambda}\left\|h_{j, \underline{k}(j)}^{\epsilon}\right\|_{2} \\
& \quad \leqslant \max \left|g_{j}\right| \epsilon^{(n+1) / 2}\left[2^{1 / 2}+\left(\frac{9}{2}\right)^{1 / 2}\right] \\
& \quad \leqslant\left(\frac{25}{2}\right)^{1 / 2} \max \left|g_{j}\right| \epsilon^{(n+1) / 2} \tag{2.35}
\end{align*}
$$

and this explains the factor $\Pi_{j=0}^{N} \max \left|g_{j}\right| \epsilon^{(1 / 2)(N+1)(n+1)}$ in (2.33). Finally we have to estimate

$$
\int_{\mathbf{R}^{N+1}} d^{N+1} \xi f^{\epsilon}(\xi) F_{N+1}(\xi+i \underline{0})
$$

where

$$
\begin{align*}
& f^{\epsilon} \in \mathscr{D}\left(\mathbb{R}^{N+1}\right) \\
& \left\|F_{N+1}(\xi+i \eta)\right\| \leqslant C\left\{1+\sum_{j=1}^{N+1}\left(\frac{\left|\xi_{j}\right|}{\eta_{j}}\right)^{N / 2}\right\} \tag{2.36}
\end{align*}
$$

In Appendix $B$ we derive under the above assumption the
bound

$$
\begin{align*}
& \|\left|\int_{\mathbf{R}^{N+1}} d^{N+1} \xi f^{\epsilon}(\underline{\xi}) F_{N+1}(\underline{\xi}+i \underline{0})\right| \mid \\
& \quad \leqslant C \sum_{l=0}^{K} \int_{\mathbf{R}^{N+1}} d^{N+1} \xi\left|\left(\hat{\eta} \cdot \partial_{\xi}\right)^{l} f^{\epsilon}(\xi)\right| \\
& \quad \times\left\{1+\sum_{j=1}^{N+1}\left(\frac{\left|\xi_{j}\right|}{\hat{\eta}_{j}}\right)^{N / 2}\right\}, \tag{2.37}
\end{align*}
$$

where $\hat{\eta} \in \mathbb{R}_{+}^{N+1}$ can be any point and $K=[N / 2]$ denotes the smallest natural number greater than $N / 2$. If we take $\hat{\eta}:=\epsilon(1, \ldots, 1)=\epsilon \cdot \underline{1}$ and remember that

$$
\begin{equation*}
f^{\epsilon}(\xi)=\epsilon^{-(N+2)} \epsilon^{-(N+1)} f((1 / \epsilon) \xi), \tag{2.31}
\end{equation*}
$$

we get

$$
\begin{align*}
& \left|\left|\int_{\mathbf{R}^{N+1}} d^{N+1} \xi f^{\epsilon}(\xi) F_{N+1}(\xi+i \underline{0})\right|\right| \\
& \leqslant C \epsilon^{-(N+2)} \sum_{l=0}^{K} \int_{\mathbf{R}^{N+1}} d^{N+1} \xi\left|\left(\underline{1} \cdot \underline{\partial}_{\xi}\right)^{l} f(\xi)\right| \\
& \quad \times\left\{1+\sum_{j=1}^{N+1}\left|\xi_{j}\right|^{N / 2}\right\} . \tag{2.38}
\end{align*}
$$

Because

$$
f(\xi)=\dot{f}_{N}\left(\xi_{1}\right) \dot{f}_{N-1}\left(\xi_{1}+\xi_{2}\right) \cdots \ddot{f}_{0}\left(\xi_{1}+\cdots+\xi_{N+1}\right)
$$

has compact support the rhs of (2.38) is bounded by

$$
\begin{equation*}
\leqslant \hat{C} \cdot \epsilon^{-(N+2)} \max \left|f_{0}^{(K+2)}\right| \prod_{j=1}^{N} \max \left|f_{j}^{(K+1)}\right| \tag{2.39}
\end{equation*}
$$

This proves the bound (2.33) and for a suitable $\hat{C}$ the estimate (2.39) applies for each of the $2^{N}$ terms building up the $N$-fold commutator on the rhs of Eq. (2.23). This proves Proposition 2.3.

Remark 2.4: Instead of Proposition 2.1 we could have used the following estimate (see Proposition 3.7 in Ref. 4):

$$
\begin{equation*}
F_{N}(\xi ; f) \leqslant A^{N} N!\prod_{k=1}^{N}\left\|f_{k}\right\|_{2}\left\{1+\max _{k=2, \ldots, N}\left(\frac{\left|\xi_{k}\right|}{\eta_{k}}\right)^{N-1}\right\}, \tag{2.40}
\end{equation*}
$$

which is valid under the additional assumption of a mass gap but for all $f_{k} \in \mathscr{S}\left(\mathbb{R}^{n}\right)$ and not only for $f_{k}$ 's which are derivatives of test functions, i.e., $f_{k}=(\mathbf{a} \nabla) g_{k}, g_{k} \in \mathscr{S}\left(\mathbb{R}^{n}\right)$. But (2.40) is weaker than (2.2) and we would only get

$$
\begin{align*}
& {\left[\pi\left(g_{N}\right)\left[\cdots\left[\pi\left(g_{1}\right), \dot{\pi}\left(g_{0}\right)\right] \cdots\right] \Omega\right.} \\
& \quad \equiv 0 \text { if } n>2(N+2) /(N-1) \tag{2.41}
\end{align*}
$$

instead of the stronger result (2.7).

## III. IRREDUCIBLE FIELDS FULFILLING CCR ARE FREE IN $n \geqslant 4$ SPACE DIMENSIONS

Now we shall show how we can use Lemma 2.2 to prove that irreducible fields fulfilling CCR are free fields in $n \geqslant 4$ space dimensions. First let us consider multiple commutators which also contain a time zero field $\phi(f)$.

Lemma 3.1: For $f, g_{0}, \ldots, g_{N} \in \mathscr{S}\left(\mathbb{R}^{\mu}\right), N \in \mathbf{N}$, and all $\psi \in D$ we have

$$
\begin{equation*}
\left[\phi(f), \dot{\pi}\left(g_{0}\right)\right] \psi=0 \tag{3.1a}
\end{equation*}
$$

and

$$
\begin{equation*}
\left[\phi ( f ) \left[\pi\left(g_{N}\right)\left[\cdots\left[\pi\left(g_{1}\right), \dot{\pi}\left(g_{0}\right)\right] \cdots\right] \psi=0\right.\right. \tag{3.1b}
\end{equation*}
$$

Proof: From CCR and the existence of $\dot{\pi}\left(g_{0}\right)$ it follows that

$$
\begin{align*}
\left(\frac{d}{d t}\right. & {\left.\left[\phi(t, f), \pi\left(t, g_{0}\right)\right]\right) \psi } \\
& =0, \text { for } \psi \in D \\
& =[\underbrace{\pi(t, f), \pi\left(t, g_{0}\right)}_{\equiv 0}] \psi+\left[\phi(t, f), \dot{\pi}\left(t, g_{0}\right)\right] \psi \tag{3.2}
\end{align*}
$$

This proves (3.1a). If we use the Jacobi identity

$$
\begin{align*}
{[\phi(f)[\pi(g), A]] \psi=} & {[\pi(g)[\phi(f), A]] \psi } \\
& -[\underbrace{[\phi(f), \pi(g)}_{\equiv 0}] \tag{3.3}
\end{align*} \psi,
$$

and take $A$ successively as $\dot{\pi}\left(g_{0}\right),\left[\pi\left(g_{1}\right)\right.$, $\left.\dot{\pi}\left(g_{0}\right)\right], \ldots,\left[\pi\left(g_{N-1}\right)\left[\cdots\left[\pi\left(g_{1}\right), \dot{\pi}\left(g_{0}\right)\right] \cdots\right]\right.$ we get (3.1b).

Let us define the following form bounds for $N$-fold commutators.

For $g_{0}, \ldots, g_{N} \in \mathscr{D}\left(\mathbb{R}^{n}\right)$ there is a constant $C_{g_{N} \cdots g_{0}}$ such that

$$
\begin{gather*}
\left(O_{N}\right): \pm i^{N}\left[\pi\left(g_{N}\right)\left[\cdots\left[\pi\left(g_{1}\right), \dot{\pi}\left(g_{0}\right)\right] \cdots\right]\right. \\
\leqslant C_{g_{N} \cdots g_{0}}(H+1) \tag{3.4}
\end{gather*}
$$

as a quadratic form on $Q(H)$, where $H$ is the Hamiltonian.
With these form bounds ( $O_{N}$ ) we can exploit irreducibility via Fröhlich's commutator theorem ${ }^{3}$ as follows.

Lemma 3.2: Assume for all $f, g_{0}, \ldots, g_{N} \in \mathscr{D}\left(\mathbb{R}^{n}\right)$

$$
\begin{equation*}
\left[\pi ( f ) \left[\pi\left(g_{N}\right)\left[\cdots\left[\pi\left(g_{1}\right), \dot{\pi}\left(g_{0}\right)\right] \cdots\right] \Omega=0\right.\right. \tag{3.5}
\end{equation*}
$$

then the form bound ( $O_{N}$ ), CCR, and irreducibility imply

$$
\begin{align*}
& {\left[\pi\left(g_{N}\right)\left[\cdots\left[\pi\left(g_{1}\right), \dot{\pi}\left(g_{0}\right)\right] \cdots\right]\right.} \\
& \quad=\left(\Omega,\left[\pi\left(g_{N}\right)\left[\cdots\left[\pi\left(g_{1}\right), \dot{\pi}\left(g_{0}\right)\right] \cdots\right] \Omega\right)\right. \tag{3.6}
\end{align*}
$$

Proof: For fixed test functions the ( $N+1$ )-fold commutator $\left[\pi(f)\left[\pi\left(g_{N}\right)\left[\cdots\left[\pi\left(g_{1}\right), \dot{\pi}\left(g_{0}\right)\right] \cdots\right]\right.\right.$ is an element of the algebra $P(O), O \subset \mathbb{R}^{n+1}$ compact, and by the ReehSchlieder theorem (see Theorem 4.3 in Streater-Wight$\operatorname{man}^{8}$ ) we get from Eq. (3.5)

$$
\begin{equation*}
\left[\pi(f)\left[\pi\left(g_{N}\right), \ldots, \dot{\pi}\left(g_{0}\right)\right] \cdots\right]=0 \tag{3.7}
\end{equation*}
$$

From Lemma 3.1 we know that

$$
\begin{equation*}
\left[\phi(f)\left[\pi\left(g_{N}\right), \ldots, \dot{\pi}\left(g_{0}\right)\right] \cdots\right]=0 \tag{3.8}
\end{equation*}
$$

This remains true even for $f \in \mathscr{S}\left(\mathbb{R}^{n}\right)$ because as long as $g_{0} \in \mathscr{D}\left(\mathbb{R}^{n}\right)$ locality acts as a cutoff for supp $f$. Because of the form bound ( $O_{N}$ ) and the corresponding form bounds for $\phi(f)$ and $\pi(f)$ we conclude from irreducibility that (3.7) and (3.8) imply (3.6).

If we combine Lemma 2.2 with Lemma 3.2 for the case $N=1$ we get that in more than five-space dimensions the commutator $[\pi(g), \dot{\pi}(h)]$ is a c-number, i.e., $[\pi(g), \dot{\pi}(h)]=(\Omega,[(g), \dot{\pi}(h)] \Omega)$. As shown in the following lemma irreducibility and the Källen-Lehmann representation imply that $\phi$ is a free field.

Lemma 3.3: Assume that for all $g, h \in \mathscr{D}\left(\mathbf{R}^{n}\right)$

$$
\begin{equation*}
[\pi(g), \dot{\pi}(h)]=(\Omega,[\pi(g), \dot{\pi}(h)] \Omega) \tag{3.9}
\end{equation*}
$$

then irreducibility implies

$$
\begin{equation*}
\dot{\pi}(h)-\phi(\Delta h)+M^{2} \phi(h)=0 \tag{3.10}
\end{equation*}
$$

with

$$
\begin{equation*}
M^{2}=\int_{0}^{\infty} d m^{2} \rho\left(m^{2}\right) m^{2} \tag{3.11}
\end{equation*}
$$

Proof: (a) From the Källen-Lehmann representation for two-point functions we know that

$$
\begin{align*}
i(\Omega,[ & \pi(g), \dot{\pi}(h)] \Omega) \\
& =\int_{0}^{\infty} d m^{2} \rho\left(m^{2}\right) \int_{\mathbb{R}^{n}} d^{n} x g(x)\left\{(\Delta h)(x)-m^{2} h(x)\right\}  \tag{3.12}\\
& =\int_{\mathbb{R}^{n}} d^{n} x g(x)(\Delta h)(x)-M^{2} \int_{\mathbb{R}^{n}} d^{n} x g(x) h(x), \tag{3.13}
\end{align*}
$$

because CCR implies $\int_{0}^{\infty} d m^{2} \rho\left(m^{2}\right)=1$ and the existence of $\dot{\pi}(h) \Omega$ implies $\int_{0}^{\infty} d m^{2} \rho\left(m^{2}\right) m^{2}=M^{2}<\infty$. By the canonical commutation relations we can write the rhs of Eq. (3.13) as $i\left[\pi(g), \phi(\Delta h)-M^{2} \phi(h)\right]$ and therefore using (3.9) we end up with

$$
\begin{equation*}
\left[\pi(g), \dot{\pi}(h)-\phi(\Delta h)+M^{2} \phi(h)\right]=0 . \tag{3.14}
\end{equation*}
$$

(b) Lemma 3.1 and CCR imply that also

$$
\begin{equation*}
\left[\phi(g), \dot{\pi}(h)-\phi(\Delta h)+M^{2} \phi(h)\right]=0 . \tag{3.15}
\end{equation*}
$$

From the bounds for $\phi(f), \pi(f)$, and $\dot{\pi}(f)$ and from irreducibility we conclude

$$
\begin{equation*}
\dot{\pi}(h)-\phi(\Delta h)+M^{2} \phi(h)=0 \tag{3.10}
\end{equation*}
$$

because $(\Omega, \phi(t, x) \Omega) \equiv 0$ by assumption. Furthermore, (3.10) shows that $\rho\left(m^{2}\right)$ has to be $\delta\left(m^{2}-M^{2}\right)$. By continuity Eq. (3.10) can be extended to all $h \in \mathscr{S}\left(\mathbb{R}^{n}\right)$.

Remark 3.4: The above proof also shows that among all generalized free fields $\phi$, which fulfill CCR and for which $\|\ddot{\Phi}(t, h) \Omega\|<\infty$, only fields of a definite mass $M$ are irreducible.

If we combine Lemma 2.2, Lemma 3.2, and Lemma 3.3 we get the following as a first result.

Theorem 3.5: Under our general assumptions (i)-(iv), and the additional assumption of a form bound ( $O_{1}$ ) for $i\left[\pi\left(g_{1}\right), \dot{\pi}\left(g_{0}\right)\right]$ we have that in $n>5$ space dimensions $\phi$ is a free field.

To get a result only in more than five space dimensions is not quite satisfactory. How can we improve this? From Lemma 2.2 it follows that

$$
\left[\pi\left(g_{3}\right)\left[\pi\left(g_{2}\right)\left[\pi\left(g_{1}\right), \dot{\pi}\left(g_{0}\right)\right]\right]\right] \Omega=0
$$

in $n>3$ space dimensions. If we also assume a form bound $\left(\mathrm{O}_{2}\right)$ then Lemma 3.2 tells us that

$$
\left[\pi\left(g_{2}\right)\left[\pi\left(g_{1}\right), \dot{\pi}\left(g_{0}\right)\right]\right]=\left(\Omega,\left[\pi\left(g_{2}\right)\left[\pi\left(g_{1}\right), \dot{\pi}\left(g_{0}\right)\right]\right] \Omega\right) .
$$

But as we shall show in the next lemma the positivity of the Hamiltonian $H$ implies under the above circumstances that [ $\left.\pi\left(g_{2}\right)\left[\pi\left(g_{1}\right), \dot{\pi}\left(g_{0}\right)\right]\right]$ vanishes.

Lemma 3.6: Assume that for $g_{0}, g_{1}, g_{2} \in \mathscr{D}\left(\mathbb{R}^{n}\right)$ $\left[\pi\left(g_{2}\right)\left[\pi\left(g_{1}\right), \dot{\pi}\left(g_{0}\right)\right]\right]=\left(\Omega,\left[\pi\left(g_{2}\right)\left[\pi\left(g_{1}\right), \dot{\pi}\left(g_{0}\right)\right]\right] \Omega\right)$,
and assume the form bound ( $O_{1}$ ) then

$$
\begin{equation*}
\left[\pi\left(g_{2}\right)\left[\pi\left(g_{1}\right), \dot{\pi}\left(g_{0}\right)\right]\right] \equiv 0 \tag{3.17}
\end{equation*}
$$

Proof: By the positivity of $H$ we have for all $f \in \mathscr{D}\left(\mathbb{R}^{n}\right)$ and all $\lambda \in \mathbb{R}$

$$
\begin{align*}
0 \leqslant & e^{i \lambda \pi(f)} H e^{-i \lambda \pi(f)}  \tag{3.18}\\
= & H-\lambda \dot{\pi}(f)-\left(\lambda^{2} / 2!\right) i[\pi(f), \dot{\pi}(f)] \\
& -\left(\lambda^{3} / 3!\right) i^{2}[\pi(f)[\pi(f), \dot{\pi}(f)]] . \tag{3.19}
\end{align*}
$$

All higher commutators vanish by (3.16) and because of the form bounds for $\dot{\pi}(f)$ and $i[\pi(f), \dot{\pi}(f)]$ we can apply Fröhlich's commutator theorem ${ }^{3}$ to write (3.18) as a series. By taking the vacuum expectation value of the inequality (3.18) we get

$$
\begin{align*}
0 \leqslant & -\left(\lambda^{2} / 2!\right)(\Omega, i[\pi(f), \dot{\pi}(f)] \Omega) \\
& -\left(\lambda^{3} / 3!\right)\left(\Omega, i^{2}[\pi(f)[\pi(f), \dot{\pi}(f)]] \Omega\right) \tag{3.20}
\end{align*}
$$

because $H \Omega=0$ and $(\Omega, \pi(f) \Omega)=0$. For this to be nonnegative for all $\lambda \in \mathbb{R}$ the coefficient of $\lambda^{3}$ has to vanish! If we now take

$$
\begin{equation*}
f=\mu_{0} g_{0}+\mu_{1} g_{1}+\mu_{2} g_{2}, \quad \mu_{i} \in \mathbb{R}, \tag{3.21}
\end{equation*}
$$

and use the Jacobi identity we get

$$
\begin{equation*}
\left(\Omega,\left[\pi\left(g_{2}\right)\left[\pi\left(g_{1}\right), \dot{\pi}\left(g_{0}\right)\right]\right] \Omega\right) \equiv 0 \tag{3.22}
\end{equation*}
$$

and by (3.16) we have shown Lemma 3.6. This improves Theorem 3.5 as follows.

Theorem 3.7: Under the assumptions of Theorem 3.5 and assuming the additional form bound ( $\mathrm{O}_{2}$ ) for double commutators $i^{2}\left[\pi\left(g_{2}\right)\left[\pi\left(g_{1}\right), \dot{\pi}\left(g_{0}\right)\right]\right]$ we have that $\phi$ is a free field in $n>3$ space dimensions.

Proof: Follows from Lemma 2.2 for $N=3$, Lemma 3.2, Lemma 3.6, again, Lemma 3.2, and finally Lemma 3.3.

What can be said about the remaining cases $n \leqslant 3$ ? From (2.7) it is obvious that always $n>1$ no matter how large $N$ is chosen. The following lemma shows how the interaction is restricted in two- and three-space dimensions.

Lemma 3.8: Under our general assumptions (i)-(iv) and assuming in addition the form bound (a) ( $\mathrm{O}_{3}$ ), we have for $n=3$

$$
\begin{align*}
& {\left[\pi\left(g_{3}\right)\left[\cdots\left[\pi\left(g_{1}\right), \dot{\pi}\left(g_{0}\right)\right]\right]\right]} \\
& \quad=\left(\Omega,\left[\pi\left(g_{3}\right)\left[\cdots, \dot{\pi}\left(g_{0}\right)\right]\right] \Omega\right) \tag{3.23}
\end{align*}
$$

(" $\phi^{4}$ interaction");
or (b) $\left(O_{5}\right)$, we have for $n=2$

$$
\begin{align*}
& {\left[\pi\left(g_{5}\right)\left[\cdots\left[\pi\left(g_{1}\right), \dot{\pi}\left(g_{0}\right)\right] \cdots\right]\right.} \\
& \quad=\left(\Omega,\left[\pi\left(g_{5}\right)\left[\cdots, \dot{\pi}\left(g_{0}\right)\right] \cdots\right] \Omega\right) \tag{3.24}
\end{align*}
$$

(" $\phi^{6}$ interaction").
Proof: Combine Lemma 2.2 with Lemma 3.2. With a little bit more effort we can conclude more, e.g., assuming also a form bound ( $\mathrm{O}_{2}$ ), we have for $n=3$

$$
\begin{align*}
i^{2}[\pi & \left.\left(g_{2}\right)\left[\pi\left(g_{1}\right), \dot{\pi}\left(g_{0}\right)\right]\right] \\
& =\lambda \phi\left(g_{2} g_{1} g_{0}\right)+\left(\Omega, i^{2}\left[\pi\left(g_{2}\right)\left[\pi\left(g_{1}\right), \dot{\pi}\left(g_{0}\right)\right]\right] \Omega\right) \\
& =\lambda \phi\left(g_{2} g_{1} g_{0}\right)+\mu i\left[\pi\left(g_{2}\right), \phi\left(g_{1} g_{0}\right)\right] \tag{3.25}
\end{align*}
$$

and we can even derive bounds on $\lambda \geqslant 0$ if we explicity estimate all constants involved in the proof of Lemma 2.2. For going beyond (3.25) it is necessary to define operator prod-
ucts : $\phi^{2}:$ and $: \phi^{3}:$ but we did not succeed in solving this problem.

## IV. DISCUSSION

First of all we think that the estimates of Proposition 2.1-extracted from Herbst's paper ${ }^{4}$-are very strong and therefore the final results are quite optimal. For example even if one assumes the bounds
$\left\|\phi\left(t_{N}, f_{N}\right) \cdots \phi\left(t_{1}, f_{1}\right) \Omega\right\| \leqslant C_{N} \prod_{k=1}^{N}\left\|\phi\left(t_{k}, f_{k}\right) \Omega\right\|$,
which are modeled after a free field theory and which look terribly restringent, one does not get better results than the ones listed in Sec. III.

Second to get rid of certain assumptions which were necessary because we dealt with unbounded field operators one should modify the method such that only Weyl operators $e^{i \phi(f)}, e^{i \pi(f)}$, and $e^{i H t}$ enter in the proof. Or even better one should give a proof within Euclidean field theory, because Herbst ${ }^{4}$ got his estimates by first constructing Euclidean fields.

Finally let us summarize our results as follows. In more than four space-time dimensions only free fields can fulfill CCR and irreducibility. In four space-time dimensions the same is true with the possible exception of a formal : $\phi^{4}:_{3+1}$ theory. In three space-time dimensions : $\phi^{4}:_{2+1}$ fulfills CCR and we ruled out any other but the $: \phi^{6}:_{2+1}$ interaction as possible candidates for CCR. In two space-time dimensions our analysis does not impose any restriction on the interaction. This fits nicely with the constructed models, because $P(\phi)_{1+1}$, sine-Gordon model, and exponential interaction all fulfill canonical commutation relations.
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## APPENDIX A: A SMOOTH PARTITION OF THE UNITY

Take $\rho \in \mathscr{D}\left(\left[-\frac{1}{4}, \frac{1}{4}\right]\right)$ such that
(i) $\rho(x) \geqslant 0$,
(ii) $\rho(-x)=\rho(x)$,
and
(iii) $\int_{\mathbf{R}} \rho(x) d x=1$.

For $0<\epsilon \leqslant 1$ and $k \in \mathbb{Z}$ we define

$$
\begin{align*}
E_{k}^{\epsilon}(x):= & \int_{-\infty}^{x}\left\{\rho\left(\frac{y}{\epsilon}-k-\frac{1}{2}\right)\right. \\
& \left.-\rho\left(\frac{y}{\epsilon}-k+\frac{1}{2}\right)\right\} \frac{d y}{\epsilon} \tag{A2}
\end{align*}
$$

This $E_{k}^{\epsilon}$ has the following properties:
(i) $E_{k}^{\epsilon} \in \mathscr{D}(\mathbb{R}), \quad \operatorname{supp} E_{k}^{\epsilon} \subseteq\left[\left(k-\frac{3}{4}\right) \epsilon,\left(k+\frac{3}{4}\right) \epsilon\right]$,
(ii) $0 \leqslant E_{k}^{\epsilon}(x) \leqslant 1, \quad E_{k}^{\epsilon}(x)=1$, for $x \in\left[\left(k-\frac{1}{4}\right) \epsilon,\left(k+\frac{1}{4} \epsilon\right)\right]$,
(iii) $\sum_{k=K}^{L} E_{k}^{\epsilon}(x)$

$$
= \begin{cases}1, & \text { for } x \in\left[\left(K-\frac{1}{4}\right) \epsilon,\left(L+\frac{1}{4}\right) \epsilon\right]  \tag{A5}\\ 0, & \text { for } x<\left(K-\frac{3}{4}\right) \epsilon \text { or } x>\left(L+\frac{3}{4}\right) \epsilon\end{cases}
$$

(iv) $\sum_{k \in \mathcal{Z}} E_{k}^{\epsilon}(x) \equiv 1$,
(v) $\int_{\mathbf{R}}\left|E_{k}^{\epsilon}(x)\right|^{2} d x \leqslant \int_{\mathbf{R}} E_{k}^{\epsilon}(x) d x=\epsilon$.

In $n>1$ dimensions we define for $0 \leqslant \epsilon<1$ and $\underline{k}=\left(k_{1}, \ldots, k_{n}\right) \in \mathbb{Z}^{n}$,

$$
\begin{equation*}
E_{\underline{k}}^{\epsilon}(x):=E_{k_{1}}^{\epsilon}\left(x_{1}\right) \cdots E_{k_{n}}^{\epsilon}\left(x_{n}\right) \tag{A8}
\end{equation*}
$$

We call $E_{k}^{\epsilon}$ a smooth partition of the unity of width $\epsilon$. We have the estimate

$$
\begin{equation*}
\left\|E_{k}^{\epsilon}\right\|_{2} \leqslant \epsilon^{n / 2} \tag{A9}
\end{equation*}
$$

## APPENDIX B: AN ESTIMATE FOR BOUNDARY VALUES

(a) Let $F(\xi)$ be a function analytic in $\xi \in[\mathbb{R}$ $+i(0, \infty)]^{\infty n}$ which fulfills the estimate

$$
\begin{equation*}
|F(\xi+i \eta)| \leqslant C\left\{1+\sum_{k=1}^{n}\left(\frac{\left|\xi_{k}\right|}{\eta_{k}}\right)^{\alpha}\right\}, \quad 0<\alpha<\infty \tag{B1}
\end{equation*}
$$

therefore $F(\underline{\xi}+i \underline{0})$ is a distribution over $\mathscr{S}\left(\mathbb{R}^{n}\right)$.
(b) Define $\bar{K}:=[\alpha]$ ( $\hat{=}$ smallest natural number greater than $\alpha$ ). We expand $F(\xi+i \eta)$ in a Taylor series around $\xi+i \hat{\eta}$,

$$
\begin{align*}
F(\xi+i \eta)= & \sum_{l=0}^{K-1} \frac{1}{l!}\left(i(\eta-\eta) \partial_{\xi}\right)^{l} F(\xi+i \hat{\eta}) \\
& +\frac{1}{(K-1)!} \int_{0}^{1} d \lambda(1-\lambda)^{K-1}\left(i(\eta-\eta) \partial_{\xi}\right)^{K} \\
& \times F(\xi+i \eta+\lambda i(\eta-\eta)) \tag{B2}
\end{align*}
$$

If we integrate by parts we get for $f \in \mathscr{S}\left(\mathbb{R}^{n}\right)$

$$
\begin{align*}
& \int_{\mathbf{R}^{n}} f(\xi) F(\xi+i \eta) d^{n} \xi \\
&= \sum_{i=0}^{K-1} \frac{1}{l!} \int_{\mathbf{R}^{n}} F(\xi+i \eta)\left(-i(\eta-\eta) \underline{\partial}_{\xi}\right)^{l} f(\xi) d^{n} \xi \\
&+ \frac{1}{(K-1)!} \int_{0}^{1} d \lambda(1-\lambda)^{K-1} \int_{\mathbf{R}^{n}} F(\xi+i \eta \\
&+\lambda i(\eta-\eta))\left(-i(\eta-\eta) \underline{\partial}_{\xi}\right)^{K} f(\xi) d^{n} \xi \tag{B3}
\end{align*}
$$

(c) From estimate (B1) we get

$$
\begin{align*}
&\left|\int_{\mathbf{R}^{n}} f(\xi) F(\xi+i \eta) d^{n} \xi\right| \\
& \leqslant \sum_{i=0}^{K-1} \frac{c}{l!} \int_{\mathbf{R}^{n}}\left\{1+\sum_{k=1}^{N}\left(\frac{|\xi|_{k}}{\hat{\eta}_{k}}\right)^{\alpha}\right\} \\
& \times\left|\left((\eta-\eta) \partial_{\xi}\right)^{l} f(\xi)\right| d^{n} \xi+\frac{c}{(K-1)!} \\
& \times \int_{\mathbf{R}^{n}}\left|\left((\eta-\eta) \partial_{\xi}\right)^{K} f(\xi)\right| \int_{0}^{1} d \lambda(1-\lambda)^{K-1} \\
& \times\left\{1+\sum_{k}\left(\frac{\left|\xi_{k}\right|}{\hat{\eta}_{k}+\lambda\left(\eta_{k}-\hat{\eta}_{k}\right)}\right)^{\alpha}\right\} d^{n} \xi \tag{B4}
\end{align*}
$$

If we take $0<\eta_{k} \leqslant \hat{\eta}_{k}, k=1, \ldots, n$, then we have the estimate

$$
\begin{align*}
& \int_{0}^{1} d \lambda(1-\lambda)^{K-1}\left(\frac{|\xi|}{\hat{\eta}+\lambda(\eta-\hat{\eta})}\right)^{\alpha} \\
& \quad=\left(\frac{|\xi|}{\hat{\eta}}\right)^{\alpha} \int_{0}^{1} d \lambda \frac{(1-\lambda)^{K-1}}{[1-\lambda(1-(\eta / \hat{\eta}))]^{\alpha}} \\
& \quad \leqslant\left(\frac{|\xi|}{\hat{\eta}}\right)^{\alpha} \int_{0}^{1} \frac{d \lambda}{(1-\lambda)^{\alpha-K+1}} \leqslant \frac{1}{[\alpha]-\alpha}\left(\frac{|\xi|}{\hat{\eta}}\right)^{\alpha} . \tag{B5}
\end{align*}
$$

Therefore the last term in Eq. (B4) is bounded by

$$
\begin{align*}
& \left.\left.\frac{C}{K!} \int_{\mathbf{R}^{n}} \right\rvert\,(\eta-\hat{\eta}) \partial_{\xi}\right)^{K} f(\xi) \mid \\
& \quad \times\left\{1+\frac{K}{K-\alpha} \sum_{k=1}^{n}\left(\frac{\left|\xi_{k}\right|}{\hat{\eta}_{k}}\right)^{\alpha}\right\} d^{n} \xi \tag{B6}
\end{align*}
$$

Now we can put $\eta \equiv 0$ and for any $\eta \in \mathbb{R}_{+}^{n}$ we get the crude estimate

$$
\begin{align*}
& \left|\int_{\mathbf{R}^{n}} f(\underline{\xi}) F(\underline{\xi}+i \underline{0}) d^{n} \xi\right| \\
& \leqslant \\
& \quad \frac{c}{[\alpha]-\alpha} \sum_{l=0}^{[\alpha]} \int_{\mathbf{R}^{n}}\left|\left(\left(\eta \partial_{\xi}\right)\right)^{l} f(\underline{\xi})\right|  \tag{B7}\\
& \quad \times\left\{1+\sum_{k=1}^{n}\left(\frac{\left|\xi_{k}\right|}{\hat{\eta}_{k}}\right)^{\alpha}\right\} d^{n} \xi .
\end{align*}
$$

Only the derivatives of $f$ up to order $[\alpha]$ enter in this estimate.
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#### Abstract

The stationary action problem for a single, classical, point particle in external gravitational and electromagnetic fields is written in optimal control format. The relativistic interval is the independent variable and time, space, and action are the five dependent variables. A general metric is used for the space-time manifold so that the equations are manifestly covariant. The form of the system equations guarantees that the particle moves with unit speed with respect to interval. The Lagrangian is a function of the metric tensor and the electromagnetic fourpotential, but not of particle parameters such as electric charge $q$ and mass $m$. The Hamiltonian is not identically zero, unlike those derived in many earlier analyses. A constant of the motion is found that is identified with $q / m c^{2}$. An explanation is presented for the classical inequality $m \geqslant 0$. The trajectories can reduce to geodesics and even further to those governed by Fermat's principle of stationary time.


## I. INTRODUCTION

The trajectory of a single, classical, point particle subject to gravity and electromagnetism will be derived using optimal control. ${ }^{1}$ The five state variables will be time, space, and action. The independent variable will be the relativistic interval or proper time $\tau$. All scalar products will be taken with a general metric so that the equations will be manifestly covariant. The simplicity of this problem will permit us to concentrate our attention on the new viewpoint and methods.

The four differential equations to be used here for the space-time variables $x$ formulate the geodesic problem of general relativity. The form of these equations guarantees that the particle moves with unit speed with respect to proper time. The usual differential equation for the action $s$ is easily put in a manifestly covariant form representing the electromagnetic interaction only. The system of five firstorder equations differs from earlier formulations in that it does not contain particle parameters such as mass $m$ and electric charge $q$. Each extremal represents a trade-off between maximized proper time and either maximized or minimized action. In the extreme case with the Lagrange multiplier $\lambda_{s}=0, \tau$ is maximized with $s$ open. The extremal is then a geodesic. We show that $\lambda_{s}$ is the constant that experimental physicists call $q$ and that the Hamiltonian $\mathscr{H}$ is the constant they call the self-energy $m c^{2}$. Our equations require mass to be non-negative.

The first-order differential equations for the state variables and Lagrange multipliers are used to derive the secondorder accelerations. The writing of the latter equations is simplified by introducing the Christoffel symbols as abreviations. The usual postulating of these symbols as affine connections is unnecessary.

When $q=m=0$, the trajectories reduce to lightlike paths governed by Fermat's principle of stationary time. The eikonals of geometric optics can be superposed. These surfaces bound Maxwell's four-dimensional (4-D) waves. Here we will show that when the values allowed for $q, m$ are generalized, EM waves should be extended into a six-dimensional
space. The wave equation itself is beyond the scope of the present paper, although the Hamilton-Jacobi equation for the wave fronts $\tau(x, s)=$ const is written.

Although the correct velocity and acceleration equations have been derived previously from manifestly covariant equations, ${ }^{2-4}$ the Hamiltonians have been unsatisfactory in that they have been identically zero. This has made the Hamilton-Jacobi and wave equations difficult to derive. A vanishing Hamiltonian occurs whenever the system equations are homogeneous in the control variables to any power other than zero. A specific formulation that has been used previously will be discussed in Sec. VI after notation and methods have been established. Here the Hamiltonian will be homogeneous of degree 1 in the velocity with respect to proper time, but of degree zero in the control variables. Here $\mathscr{H}$ will equal the self-energy and will be equated to the usual function of the energy-momentum and potential four-vectors.

## II. A SUMMARY OF OPTIMAL CONTROL

Optimal control will be used rather than the calculus of variations. The former is the more systematic, general, and powerful. It is the more tutorial because it provides a geometric picture of the optimization process. The problem is expressed as a system of $n$ first-order differential equations with an initial manifold. The $n$-tuple of state variables $x$ is composed of all the derivated quantities including action. The nonderivated variables $u$ make up the control variable $m$-tuple. For each value of the independent variable (usually designated $t$ ), a boundary of the reachable set or wave front is defined in state variable space. By definition, no point outside the wave front can be reached by a trajectory that satisfies the inequality and differential constraints. The optimal trajectories or extremals terminate on the wave front.

The $n$-tuple $\lambda$ is the outward pointing normal to the wave front. (Some authors prefer an inward pointing normal.) The elements of $\lambda$ are known in the calculus of variations as the Lagrange multipliers canonically conjugate to the state variables. The magnitude of the normal $n$-tuple is irrelevant.

Thus our equations will be homogeneous in the elements of $\lambda$ and only their ratios will affect the extremals.

The scalar product of $d x / d t$ and the normal $\lambda$ is called the control Hamiltonian $H(t, x, \lambda, u)$. If an extremal is to remain on the wave front as $t$ increases, its control variables must be chosen to make the control Hamiltonian a maximum. This maximum principle is what physicists call Huygens' principle of wavelets and wave fronts. The optimal control approach is particularly appropriate for the least action problem because it turns the later introduction of quantum waves into a natural development. The optimal $u$ is a function of $t, x, \lambda$ and when this expression is substituted into the control Hamiltonian the true Hamiltonian $\mathscr{H}(t, x, \lambda)$ of the calculus of variations is obtained.

The calculation of extremals does not require the definition of either final boundary conditions or a performance functional to be optimized. A state variable is maximized, minimized, or open according to whether the corresponding element of the final (outward pointing) $\lambda$ is positive, negative, or zero. When there are two state variables, an extremal that optimizes $x^{1}$ subject to a fixed final value of $x^{2}$ also solves the reciprocal problem of optimizing $x^{2}$ subject to $x^{1}$ fixed. Similar statements apply when there are more than two state variables.

The initial manifold is sometimes simply a point that can lie either inside or outside the wave fronts. In the former case there is no upper bound on the values of $t$ defined by trajectories that terminate at a given final point. In the latter case extremals that provide the maximum value of $t$ exist and determine the trailing edge of the wave front. The velocity and outward normal $n$-tuples form an acute angle on the leading edge $(\mathscr{H}>0)$ and an obtuse angle on the trailing edge ( $\mathscr{H}<0$ ). The latter will be much more important for the present problem so that the obtuse angle and negative $\mathscr{H}$ would be inconvenient, $\lambda$ will therefore be defined to point inward. This will be accomplished by using the minimum principle rather than the maximum principle. These concepts are illustrated schematically in Fig. 1.

When an $(n-1)$-dimensional initial manifold is smooth, transversality conditions require the $\lambda(0)$ to point along its normals. If an outward pointing $\lambda(0)$ is at a corner of a manifold, it is qualified if it makes obtuse angles with the


FIG. 1. Wave front with leading and trailing edges. Extremals and inward pointing normals are shown.
sides. Should the manifold degenerate to a point, $\lambda(0)$ would be unrestricted. When the minimum principle is being used, an inward pointing $\lambda(0)$ satisfies transversality if it points diametrically opposite to a qualified outward normal of the maximum principle.

The optimal control equations reduce to those of the calculus of variations when $\lambda$ is scaled so that its (constant) element associated with action is -1 . Optimal control is more general because it allows the action to be either minimized or maximized. It can be used for those problems that have no multipliers that are constants of the motion. It is more powerful because it shows how to treat nondifferential equality and inequality constraints.

The phrase "minimum or saddle point" will be abreviated to "minimum." A minimizing (or maximizing) extremal becomes a saddle point after passing a Jacobi conjugate point. Its final point then lies in the interior of the wave front.

## III. TRAJECTORIES SUBJECT TO ELECTROMAGNETISM ONLY

The least action problem for a particle with rest mass $m$ and electric charge $q$ will be formulated at first using the usual position-action space ( $\mathbf{x}, x^{4}$ ) with $\mathscr{R}^{4}$ metric. (Threetuples that transform under spatial rotation as vectors are written in boldface.) The independent variable is $x^{0} \equiv c t-$ the speed of light multiplying time. The control variables are the three-tuple of dimensionless velocity $v$. The Lagrangian $L$ is a function of the electromagnetic scalar potential $A_{0}\left(x^{0}, \mathbf{x}\right)$ and the vector potential $\mathbf{A}\left(x^{0}, \mathbf{x}\right)$. Radiation reaction and gravity are neglected. The four state variable equations with the initial point when $x^{0}=0$ are then ${ }^{5,6}$

$$
\begin{align*}
& \frac{d \mathbf{x}}{d x^{0}}=\mathbf{v}, \quad \mathbf{x}(0)=\overline{\mathbf{x}}  \tag{3.1a}\\
& \frac{d x^{4}}{d x^{0}} \equiv \frac{d s}{d x^{0}} \equiv L=-m c\left(1-\mathbf{v}^{2}\right)^{1 / 2} \\
&-\frac{q}{c}\left(A_{0}-\mathbf{A} \cdot \mathbf{v}\right), \quad s(0)=0 \tag{3.1b}
\end{align*}
$$

The scalar product of the normal four-tuple $\lambda, \lambda_{s}$ with ( $v, L$ ) is called the control Hamiltonian $H\left(x^{0}, \mathbf{x}, \lambda, \lambda_{s}, v\right)$ :
$H=-m c \lambda_{s}\left(1-\mathbf{v}^{2}\right)^{1 / 2}-q \lambda_{s} A_{0} / c+\left(\lambda+q \lambda_{s} \mathbf{A} / c\right) \cdot v$,

The control variables $\mathbf{v}$ appear nonlinearly and inhomogeneously. There are four state variables and three initial Lagrange multiplier ratios. Therefore a three-parameter family of extremals issues from the initial point. The natural choice for the parameters is $\mathbf{v}(0)$.

## IV. TRAJECTORIES SUBJECT TO ELECTROMAGNETISM AND GRAVITY

In order to obtain space-time symmetric equations that take account of gravity, a new independent variable must be found. The relativistic interval or proper time $\tau$ will be introduced. It is defined using the symmetric, indefinite, covariant, metric tensor $G$ which reduces to the Minkowski metric $\eta$ for flat space. An arrow will indicate that the general metric is being specialized to that of Minkowski. An " $M$ " will be written after the number of such equations. They may be
checked with the literature, but it should be noted that space-time is curved when the potential $A$ is non-null,

$$
\begin{align*}
& g_{\mu \nu}\left(x^{\rho}\right) \equiv \mathbf{G}(x), \quad g^{\mu \nu}\left(x^{\rho}\right) \equiv \mathbf{G}^{-1}(x) \\
& x^{\rho}=x, \quad \mu, v, \rho=0, \ldots, 3  \tag{4.1}\\
& \rightarrow \boldsymbol{\eta}=\eta^{-1} \equiv \operatorname{diag}[1,-1,-1,-1] \tag{4.1M}
\end{align*}
$$

Since the metric tensor has been written in two forms, there will be two notations for the relativistic interval

$$
\begin{align*}
\delta \tau= & +\left(g_{\mu \nu} \delta x^{\mu} \delta x^{\nu}\right)^{1 / 2} \equiv+(\delta x, \mathbf{G} \delta x)^{1 / 2}  \tag{4.2}\\
& \rightarrow+\left[\left(\delta x^{0}\right)^{2}-\delta \mathbf{x}^{2}\right]^{1 / 2} \tag{4.2M}
\end{align*}
$$

Terms with repeated Greek indices are summed from 0 to 3. When scalar products are written as $(\cdot, \cdot)$, the first vector is contravariant and the second is covariant.

The system (3.1) can be generalized to the following five equations when $x^{0}$ is a dependent variable. All scalar products, including that in the Lagrangian, will be taken in terms of the metric tensor $\mathbf{G}$. The equations will be simplified by using the following abreviation for the magnitude of the control contravariant four-vector $u$,

$$
\begin{equation*}
|u| \equiv+(u, \mathbf{G} u)^{1 / 2} \tag{4.3}
\end{equation*}
$$

The first four state variable equations are

$$
\begin{equation*}
\frac{d x}{d \tau} \equiv \dot{x}=\frac{u}{|u|}, \quad x(0)=\bar{x} \tag{4.4}
\end{equation*}
$$

The form of these equations guarantees that the nonholonomic constraint

$$
\begin{equation*}
(\dot{x}, \mathbf{G} \dot{x})=1 \tag{4.5}
\end{equation*}
$$

implied by (4.2), will be satisfied for any choice of $u$ including one that makes $|u|$ zero. They also require $u$ to be timelike ( $|u|$ real). The nonlinearity in the control vector $u$ will become significant when we look for the minimum of the control Hamiltonian. When $\mathbf{G}$ is positive definite, a wellposed geodesic problem is completely formulated by (4.4). A Lagrangian is not required. When $\mathbf{G}$ is indefinite, a control variable inequality constraint must be adjoined or the problem would be trivial. Therefore the restriction

$$
\begin{equation*}
u^{0}>0 \tag{4.4'}
\end{equation*}
$$

will be imposed since classical trajectories always move forward in time. Although the usual relativistic metrics do not permit $\dot{x}^{0}$ to pass through zero continuously, it must be forbidden to jump from a positive to a negative value. The four dimensions do not appear symmetrically in this constraint -but time has already been given special treatment when a relativistic metric was chosen [see ( 4.1 M )]. The problem of the previous section does not have a corresponding explicit constraint because the independent variable $x^{0}$ is tacitly assumed to be monotonically increasing. The necessity for this constraint will be clarified in the discussion of transversality below.

Equations (4.4) and (4.4') require $u$ to point into the future half-cone. The latter is defined in 4-D space-time with its vertex at the particle's location $x(\tau)$ and with sides composed of null geodesics with $x^{0} \geqslant x^{0}(\tau)$. It follows that (4.4') is preserved by Lorentz transformations.

To derive a manifestly covariant Lagrangian, we first multiply (3.1b) by $d x^{0} / d \tau$ :
$\dot{s}=\frac{-m c\left[\left(d x^{0}\right)^{2}-d \mathbf{x}\right]^{1 / 2}}{d \tau}-\frac{q}{c}\left(A_{0} \dot{x}^{0}-\mathbf{A} \cdot \dot{\mathbf{x}}\right)$.
The four-potential will be defined in the covariant form $A=\left[A_{0},-\mathbf{A}\right]$. After substituting from (4.2M) and (4.4), and generalizing the metric, this equation becomes

$$
\begin{equation*}
\dot{s} \equiv L=-m c-(q / c)(u, A) /|u| \tag{4.6}
\end{equation*}
$$

The symmetry and unity of idea of this Lagrangian are marred by its first term. Since $m c$ is a constant, Ockham's razor can be applied. The relation can then be further simplified by absorbing the multiplicative constant $q / c$ into the action $s$,

$$
\dot{x}^{4} \equiv \dot{s} \equiv L=-(u, A) /|u|, \quad s(0)=0
$$

The five-tuple of state variables is composed of the contravariant four-vector $x$ and the scalar $x^{4} \equiv s$. The dimension of $s$ is now charge.

The system (4.4) is remarkable in that it does not contain constants such as mass, electric charge, or magnetic charge. Later a constant of the motion will be found that will be recognized as being the $q / m c^{2}$ of experimental physics. It will vary from trajectory to trajectory.

When the initial manifold is a point, transversality conditions permit all directions for $\lambda(0), \lambda_{s}$. However, contrary to (4.4), it is a mistake to consider the present initial manifold as a point or even a surface. Both $\dot{x}$ and $\dot{s}$ are unbounded when $u$ points in a null direction. Any point that can be reached via a combination of such lightlike subarcs should be considered to be part of the initial manifold. This indicates that those $\lambda(0), \lambda_{s}$ that generate lightlike extremals are at the limit of the family of multipliers that satisfy transversality. All points of state variable space could be reached in this way had we not imposed inequality ( $4.4^{\prime}$ ).

As $\tau$ increases, (4.5) requires the points of the initial manifold to move. Equations (4.4) require the motion to be toward higher values of $x^{0}$ along timelike and lightlike world lines. The smallest interval $\tau$ required to reach an attainable final point $x, s$ is zero as discussed in the previous paragraph. The boundary of the reachable set is a trailing edge defined by the family of maximum $\tau$ trajectories that originate at $(\bar{x}, 0)$ with $\lambda(0)$ 's that satisfy the transversality condition.

According to Huygens' principle, extremals will be generated when the control vector $u$ is chosen to minimize the control Hamiltonian $H$ :

$$
\begin{equation*}
H=(\dot{x}, \lambda)+\lambda_{s} \dot{s}=\left(u, \lambda-\lambda_{s} A\right) /|u| . \tag{4.7}
\end{equation*}
$$

(The usual situation with $\lambda-\lambda_{s} A$ non-null will be assumed at first. The exceptional case will be discussed in Sec. VI.) The wave front normal five-tuple is composed of the vector $\lambda$ and the scalar $\lambda_{s}$. The vector $\lambda$ will be shown to be equal to a scalar times a gradient and is therefore covariant. If there were no constraints on $u$, the Hamiltonian could always be made to approach minus infinity. The numerator could be made negative by choosing a $u$ that makes an obtuse angle with $\lambda-\lambda_{s} A$. The denominator $|u|$ could be made arbitrarily small by approaching a null direction.

However, (4.4) and (4.4') require the vector $u$ to point inside the future half-cone. Section VI will show that transversality requires $\lambda(0)-\lambda_{s} A(0)$ to be future pointing also. This restriction can be stated mathematically as

$$
\begin{equation*}
\lambda_{0}-\lambda_{s} A_{0} \geqslant 0, \quad\left(\mathbf{G}^{-1}\left(\lambda-\lambda_{s} A\right), \lambda-\lambda_{s} A\right) \geqslant 0 \quad(\tau=0) \tag{4.8}
\end{equation*}
$$

$$
\begin{equation*}
\rightarrow \lambda_{0}-\lambda_{s} A_{0} \geqslant+\left[\left(\lambda-\lambda_{s} \mathbf{A}\right)^{2}\right]^{1 / 2} \tag{4.8M}
\end{equation*}
$$

Now $H$ cannot be made negative by any admissible $u$. Since $u$ enters the Hamiltonian to zero degree, if $H$ is stationary at a point $\bar{u}$, then it will have the same value at any point of the half-line $u=k \bar{u}$ defined for $k>0$. In the future half-cone the stationary points are improper minimums that satisfy

$$
\begin{equation*}
\frac{\partial H}{\partial u}=|u|^{-1}\left(\lambda-\lambda_{s} A\right)-\left(u, \lambda-\lambda_{s} A\right)|u|^{-3} \mathbf{G} u=0 . \tag{4.9}
\end{equation*}
$$

(This equation is used in optimal control to eliminate $u$ just as $P=\partial L / \partial \dot{x}$ is used in the calculus of variations to eliminate $\dot{x}$.) After multiplying by $|u|$ it is easy to see that
$\lambda-\lambda_{s} A=\left(u, \lambda-\lambda_{s} A\right)|u|^{-2} \mathbf{G} u=H \mathbf{G} u /|u|=H \mathbf{G} \dot{\mathbf{x}}$.
Although these four simultaneous equations are quadratic in the unknowns $u /|u|$, the latter can be eliminated just by taking the scalar product of the vector equation with itself. Then $H$ becomes the true Hamiltonian $\mathscr{H}\left(x, \lambda, \lambda_{s}\right)$ :

$$
\begin{equation*}
\mathscr{H}^{2}=\left(\mathbf{G}^{-1}\left(\lambda-\lambda_{s} A\right), \lambda-\lambda_{s} A\right) . \tag{4.11}
\end{equation*}
$$

Since the Hamiltonian has been shown to be non-negative, it must be set to the positive value of the square root,

$$
\begin{align*}
\mathscr{H}= & +\left(\mathbf{G}^{-1}\left(\lambda-\lambda_{s} A\right), \lambda-\lambda_{s} A\right)^{1 / 2}  \tag{4.12}\\
& \rightarrow+\left[\left(\lambda_{0}-\lambda_{s} A_{0}\right)^{2}-\left(\lambda-\lambda_{s} \mathbf{A}\right)^{2}\right]^{1 / 2} . \tag{4.12M}
\end{align*}
$$

Equations (4.4) and (4.4") can be rewritten using (4.10) with $H=\mathscr{H}$ :

$$
\begin{align*}
& \dot{x}=\frac{\mathbf{G}^{-1}\left(\lambda-\lambda_{s} A\right)}{\mathscr{H}}=\frac{\partial H}{\partial \lambda},  \tag{4.13a}\\
& \dot{s}=\frac{-\left(\mathbf{G}^{-1}\left(\lambda-\lambda_{s} A\right), A\right)}{\mathscr{H}}=\frac{\partial \mathscr{H}}{\partial \lambda_{s}} . \tag{4.13b}
\end{align*}
$$

The velocity $\dot{x}$ has unit magnitude for any choice of $\lambda, \lambda_{s}$. The latter obey Hamilton's equations also. The derivation will be given for those readers who are unfamiliar with the optimal control approach. Since $\lambda, \lambda_{s}$ are normal to the wave front, they satisfy

$$
\begin{equation*}
(\delta x, \lambda)+\lambda_{s} \delta s=0 \quad(\tau>0) \tag{4.14}
\end{equation*}
$$

The derivative of this equation will be found using $d(\delta x) /$ $d \tau=\delta \dot{x}$. Equations (4.4) will be more convenient than (4.13):

$$
\begin{align*}
\frac{d}{d \tau}[ & \left.(\delta x, \lambda)+\lambda_{s} \delta s\right] \\
= & (\delta x, \dot{\lambda})+\dot{\lambda}_{s} \delta s-\frac{(u, \lambda) \partial_{v} g_{\mu \rho} u^{\mu} u^{\rho} \delta x^{v}}{2|u|^{3}} \\
& +\lambda_{s}\left[-\partial_{v} A_{p}+\frac{(u, A) \partial_{v} g_{\mu \rho} u^{\mu}}{2|u|^{2}}\right] \frac{u^{\rho} \delta x^{v}}{|u|} \\
& +\frac{\partial\left[(\dot{x}, \lambda)+\lambda_{s} \dot{s}\right]}{\partial u^{\mu}} \delta u^{\mu}=0 \tag{4.15}
\end{align*}
$$

$\left(\partial_{v} \cdot \equiv \partial \cdot / \partial x^{\nu}\right)$. The coefficients of the $\delta u^{\mu}$ vanish by virtue
of (4.9). Now $\dot{\lambda}_{,} \dot{\lambda}_{s}$ will be defined so that the coefficients of the $\delta x^{v}, \delta s$ vanish:

$$
\begin{align*}
\dot{\lambda}_{v} & =\left(H \partial_{v} g_{\mu \rho} u^{\mu} / 2|u|+\lambda_{s} \partial_{v} A_{\rho}\right) u^{\rho} /|u|=-\partial_{\nu} H \\
& =\left(H \partial_{v} g_{\mu \rho} \dot{x}^{\mu} / 2+\lambda_{s} \partial_{v} A_{\rho}\right) \dot{x}^{\rho}=-\partial_{v} \mathscr{H},  \tag{4.16a}\\
\dot{\lambda}_{s} & =0=\partial_{s} \mathscr{H} . \tag{4.16b}
\end{align*}
$$

These equations may be checked using (4.12) with $\partial_{\nu} g^{\sigma \kappa}=-g^{\sigma \mu} g^{\kappa \rho} \partial_{v} g_{\mu \rho}$. Here $\lambda_{s}$ is a constant of the motion. This property is easily proved for $\mathscr{H}$ also, using (4.13) and (4.16),

$$
\begin{equation*}
\mathscr{H}=\partial_{\mu} \mathscr{H} \dot{x}^{\mu}+\frac{\partial \mathscr{H}}{\partial \lambda_{\mu}} \dot{\lambda}_{\mu}+\frac{\partial \mathscr{H}}{\partial \lambda_{s}} \dot{\lambda}_{s}=0 . \tag{4.17}
\end{equation*}
$$

The equation for the acceleration $\ddot{x}$ will use the following notation: $F_{\nu \rho}$ is the electromagnetic field tensor, $\Gamma_{\rho \mu, v}, \Gamma_{\mu \rho}^{\sigma}$ are Christoffel three index symbols of the first and second kind,

$$
\begin{array}{lr}
F_{v \rho} \equiv-\partial_{\rho} A_{\nu}+\partial_{v} A_{\rho}, \quad F_{\rho}^{\sigma} \equiv g^{\sigma v} F_{v \rho}, & (4.18 \mathrm{a}) \\
\Gamma_{\mu \rho, v} \equiv\left(\partial_{\rho} g_{v \mu}-\partial_{v} g_{\mu \rho}+\partial_{\mu} g_{\rho v}\right) / 2, & \Gamma_{\mu \rho}^{\sigma} \equiv g^{\sigma \nu} \Gamma_{\mu \rho, v}, \\
& (4.18 \mathrm{~b}) \\
\Gamma_{\mu \rho,} \dot{x}^{\mu} \dot{x}^{p}=\left(\partial_{\rho} g_{\mu \nu}-\partial_{\nu} g_{\mu \rho} / 2\right) \dot{x}^{\mu} \dot{x}^{\rho}, & \dot{A}_{v}=\partial_{\rho} A_{\nu} \dot{x}^{\rho} . \tag{4.19}
\end{array}
$$

Multiplying (4.13a) by $\mathbf{G}$, differentiating, and substituting from (4.16) and the second of (4.19) yield

$$
\begin{align*}
& \partial_{\rho} g_{\mu \nu} \dot{x}^{\dot{\rho}^{\mu}}+g_{\mu \nu} \ddot{x}^{\mu} \\
& \\
& =\frac{\dot{\lambda}_{\nu}-\lambda_{s} \dot{A}_{\nu}}{\mathscr{H}}  \tag{4.20}\\
& \quad=\frac{\partial_{\nu} g_{\mu \rho} \dot{x}^{\mu} \dot{x}^{\rho}}{2}+\left(\frac{\lambda_{s}}{\mathscr{H}}\right)\left(\partial_{v} A_{\rho}-\partial_{\rho} A_{\nu}\right) \dot{x}^{\rho} .
\end{align*}
$$

After solving for $\ddot{x}$ and introducing the definitions of (4.18), this equation can be written as

$$
\begin{equation*}
\ddot{x}^{\sigma}=\left(\lambda_{s} / \mathscr{H}\right) F_{\rho}^{\sigma} \dot{x}^{\rho}-\Gamma_{\mu \rho}^{\sigma} \dot{x}^{\mu} \dot{x}^{\rho} \tag{4.21}
\end{equation*}
$$

The two terms on the right are similar except for the number of indices. This also applies to the definitions of $F_{v \rho}$ and $\Gamma_{\mu \rho, v}$ in (4.18).

When the last equation is written with the Minkowski metric, it will agree with Refs. 2,3,7, and 8 if the constant $\lambda_{s} / \mathscr{H}$ is identified with $q / m c^{2}$. Since the extremals reduce to geodesics that are not influenced by the electromagnetic force when $\lambda_{s}=0$, they correspond to experiment if

$$
\begin{equation*}
\lambda_{s} \equiv q, \quad \mathscr{H} \equiv m c^{2} . \tag{4.22}
\end{equation*}
$$

Putting the $m$ with $\mathscr{H}$ rather than $\lambda_{s}$ permits the Hamiltonian to have different values on different trajectories. Putting the $c^{2}$ with $\mathscr{P}$ gives the Hamiltonian its traditional dimension "energy." Our equations allow charge to have either sign, but require mass to be non-negative. We may now speak of the principle of least action only when the charge is positive. Action is maximized when $q$ is negative. Proper time is maximized when the minimized $\mathscr{H}$ is positive and "open" when $\mathscr{H}$ is zero. The vector $\lambda$ will be written as $P$ when it accompanies the notation of (4.22). The optimal control terminology in (4.21) may now be replaced with that of experimental physics ${ }^{9}$

$$
\begin{align*}
\hat{X}^{\sigma} & =\left(q / m c^{2}\right) F_{\rho}^{\sigma} \dot{x}^{\varphi}-\Gamma_{\mu \rho}^{\sigma} \dot{x}^{\mu} \dot{x}^{\varphi}  \tag{4.23a}\\
& =\left[q F_{\rho}^{\sigma}-\Gamma_{\mu \rho}^{\sigma} g^{\mu \nu}\left(P_{v}-q A_{\nu}\right)\right] g^{\rho \kappa}\left[P_{\kappa}-q A_{\kappa}\right] / m^{2} c^{4} \tag{4.23b}
\end{align*}
$$

$$
\begin{equation*}
\rightarrow\left(q / m^{2} c^{4}\right) \eta^{\sigma \mu}\left(\partial_{\mu} A_{\rho}-\partial_{\rho} A_{\mu}\right) \eta^{\rho \kappa}\left(P_{\kappa}-q A_{\kappa}\right) . \tag{4.23M}
\end{equation*}
$$

The trajectory family with the given $q / m$ and initial conditions can be calculated from (4.23a) by varying three of the $\dot{x}^{\mu}(0)$. The fourth can be found from ( $\left.\dot{\mathbf{x}}, \mathbf{G} \dot{\mathbf{x}}\right)=1$ using the quadratic formula. (A problem may occur because $\mathbf{G}$ is indefinite.) Alternatively, (4.13) and (4.16) can be used with three elements of $P$ varied and the fourth determined by (4.12) and (4.22).

## V. THE HAMILTON-JACOBI AND EIKONALEQUATIONS

A general state variable increment

$$
\begin{equation*}
\Delta x=\delta x+\dot{x} \Delta \tau \tag{5.1}
\end{equation*}
$$

is composed of a component $\delta x$ in the wave front tangent plane and another $\dot{x} \Delta \tau$ that is out of the plane. Equation (4.14) generalizes to

$$
\begin{equation*}
(\Delta x, \lambda)+\Delta s \lambda_{s}=\left[(\dot{x}, \lambda)+\dot{\lambda} \lambda_{s}\right] \Delta \tau=\mathscr{H} \Delta \tau . \tag{5.2}
\end{equation*}
$$

This equation shows that when $\mathscr{H} \neq 0$,

$$
\begin{equation*}
\partial_{\mu} \tau=\lambda_{\mu} / \mathscr{H}, \quad \partial_{s} \tau=\lambda_{s} / \mathscr{H} . \tag{5.3}
\end{equation*}
$$

(These relations confirm that the five-tuple $\lambda, \lambda_{s}$ is normal to the wave front. We might mention that $\partial_{s} \tau=q / m c^{2}$.) Substituting these relations into (4.11) yields the HamiltonJacobi partial differential equation that governs the wave fronts $\tau(x, s)=$ const,

$$
\begin{gather*}
g^{\mu \nu}\left(\partial_{\mu} \tau-A_{\mu} \partial_{s} \tau\right)\left(\partial_{v} \tau-A_{v} \partial_{s} \tau\right)=1 \quad(\mathscr{H} \neq 0)  \tag{5.4}\\
\rightarrow\left(\partial_{0} \tau-A_{0} \partial_{s} \tau\right)^{2}-\left(\nabla \tau-\mathbf{A} \partial_{s} \tau\right)^{2}=1 \tag{5.4M}
\end{gather*}
$$

It is natural to speculate that there are waves bounded by these surfaces. The amplitude $\psi$ would have the functional dependence $\psi=\psi(x, s, \tau)$. The 6-D wave equation would presumably separate into components that include the 4-D Klein-Gordon or Dirac equation.

When $\lambda_{s}=\mathscr{H}=0$, (4.11) and (5.2) $-(5.3)$ become

$$
\begin{align*}
& \left(\mathbf{G}^{-1} \lambda, \lambda\right)=0,  \tag{5.5}\\
& (\Delta x, \lambda)=\lambda_{0} \Delta x^{0}+\lambda \cdot \Delta \mathbf{x}=\left(\lambda_{0} \nabla x^{0}+\lambda\right) \cdot \Delta \mathbf{x}=0 \tag{5.6}
\end{align*}
$$

$$
\begin{equation*}
\nabla x^{0}=-\lambda / \lambda_{0} \tag{5.7}
\end{equation*}
$$

Equation (5.5) states that $\lambda$ is tangent to the surface of the future half-cone which means that $\lambda_{0}$ is positive.Substituting (5.7) into (5.5) yields the equation for the eikonal sutfaces $x^{0}(\mathbf{x})=$ const of geometric optics ${ }^{10}$

$$
\begin{align*}
& g^{00}-2 g^{0 i} \partial_{i} x^{0}+g^{j j} \partial_{i} x^{0} \partial_{i} x^{0}=0 \quad\left(\lambda_{s}=\mathscr{H}=0\right)  \tag{5.8}\\
& \rightarrow\left(\nabla x^{0}\right)^{2}=1 . \tag{5.8M}
\end{align*}
$$

(Repeated Latin indices are summed from 1 to 3.) As $x^{0}$ increases from $\bar{x}^{0}$ to infinity, these surfaces sweep out the future half-cone associated with the point $\bar{x}$. The eikonals bound Maxwell's electromagnetic 4-D waves $\psi=\psi(x)$. Thus the 6-D waves bounded by (5.4) should reduce to EM waves as mass and charge approach zero.

Physicists have found that quantum mechanical equations can be integrated formally when the initial probability
distribution is Gaussian. Since this distribution is nonzero over all space-time, there are no wave fronts initially or later. This obscures the relationship between quantum mechanics and both analytical dynamics and EM waves. It would be interesting to see the figures of Ref. 11 for a disturbance that is intially concentrated at a point.

## VI. REMARKS

In the notation of experimental physics, (4.12) and (4.13a) become

$$
\begin{align*}
m c^{2} & =+\left(G^{-1}(P-q A), P-q A\right)^{1 / 2}  \tag{6.1}\\
& \rightarrow+\left[\left(P_{0}-q A_{0}\right)^{2}-(\mathbf{P}-q \mathbf{A})^{2}\right]^{1 / 2}  \tag{6.1M}\\
\dot{x}= & \mathbf{G}^{-1}(P-q A) / m c^{2} \tag{6.2}
\end{align*}
$$

These equations show that when $P(0)-q A(0)$ is non-null but in a null direction, $m=0$ and $\dot{x}=\infty$. (Recall that this means that transversality is satisfied marginally.) Since $m$ and $q$ are unrelated in the present equations, charge is permitted to have any value on the resulting lightlike trajectory. (Presumably $q \neq 0$ will be forbidden by quantum theory.) When $q$ also vanishes, $P_{0}$ must be positive so that $\dot{x}^{0}>0$. The transversality conditions for inward pointing normals then state that time is minimized with action and relativistic interval open. This is Fermat's principle.

Assume that the potential $A$ is due to a charged mass point. Then repulsive trajectories also minimize time. Maximum time extremals are possible in the attractive case. [See the first of (4.8).]

Equation (6.2) can be written as
$P=m c^{2} \mathbf{G} \dot{x}+q A=m c^{2} \mathbf{G} d x /(d x, \mathbf{G} d x)^{1 / 2}+q A$

$$
\begin{equation*}
\rightarrow \frac{m c^{2} \eta}{\left(1-v^{2}\right)^{1 / 2}} \frac{d x}{d x^{0}}+q A . \tag{6.3}
\end{equation*}
$$

When $\mathbf{G}, A$ are time independent, $P_{0}$ is a constant of the motion. Let us assume that the metric is in diagonal form:

$$
\begin{align*}
& \mathbf{G}=\operatorname{diag}\left[g_{00} g_{11}, g_{22}, g_{33}\right], \quad v \equiv \frac{d x}{d x^{0}}=[1, \mathbf{v}],  \tag{6.4}\\
& P_{0}=m c^{2} g_{00} /(v, \mathbf{G} v)^{1 / 2}+q A_{0} . \tag{6.5}
\end{align*}
$$

After substituting into $\mathbf{G}$ a line element such as that of Reissner-Nordstrom ${ }^{12}$ for a charged mass point, it is easy to see from the weak field and low speed approximations that the first term on the right contains the self-energy, kinetic energy, and gravitational potential energy. The second term of course adds the EM potential energy $q A_{0}$. Thus $P_{0}$ is the energy of the particle. (The energy of the fields produced by the particle is neglected.) Here $P / c$ is its covariant canonical momentum.

We now consider the exceptional case for which the four equations $P-q A=0$ are satisfied. The surface $H$ vs $u$, defined by (4.7), becomes the horizontal plane $H=0$. The minimum principle cannot select the optimal $u /|u|$. Those controls that keep $P-q A$ null as $\tau$ increases produce singular extremals. ${ }^{13}$ Singular controls satisfy

$$
\begin{equation*}
\frac{d\left(P_{v}-q A_{v}\right)}{d \tau}=\frac{q\left(\partial_{v} A_{\rho}-\partial_{\rho} A_{v}\right) u^{\rho}}{|u|}=\frac{q F_{v \rho} u^{\rho}}{|u|}=0 \tag{6.6}
\end{equation*}
$$

and therefore exist only when $\operatorname{det}\left[F_{v \rho}\right]=0$. Although this
condition is often satisfied, singular trajectories do not appear to be important physically, probably do not survive quantization, and will not be discussed further here.

Suppose that $A$ is null. Then (4.4") implies the holonomic constraint $s=0$. The extremals that originate at a point can not fill a five-dimensional volume. The direction of the wave front normal is then not completely determined. There will be a one-parameter family of normal five-tuples associated with each extremal. An optimal trajectory whose $\lambda_{s}=q \neq 0$ will be identical to one with $q=0$ and can be properly interpreted as maximizing $\tau$ with $s$ open.

A formulation in the literature ${ }^{2-4}$ for the present problem can be obtained from ( 4.6 M ) with a general metric together with (4.4) and (4.4'). The control four-vector is $y \equiv u /|u|$,
$\dot{x}=y, \quad \dot{s}=-m c(y, \mathbf{G} y)^{1 / 2}-(q / c)(y, A), \quad y^{0}>0$. (6.7)
The control Hamiltonian for this system is homogeneous of degree 1 in $y$. Euler's relation $n H=y^{\mu} \partial H / \partial y^{\mu}$ with $n$ equal to the degree requires the Hamiltonian to vanish at its minimum. References $2-4$ show that the extremals are identical to those of this paper provided that the final step sets $(y, G y)=1$. The final transversality conditions indicate that $s$ is optimized with $\tau$ open. But when $q=0, s=-m c \tau$ so that if $s$ is optimized so is $\tau$. The resolution of this paradox will be left to the interested reader. Although there are four initial Lagrange multiplier ratios, the extremal family has only three degrees of freedom due to the restriction on $\mathscr{H}$. This is the number found in Sec. II for the formulation with four state variables. When the quantities $q, m$ are allowed to change, the order of the extremal family increases from 3 to only 4. This is due to the invariance of the extremals when $\lambda_{s}$ is modified with $q, m$ varied inversely. Thus a four-parameter family issues from the initial point just as in Sec. IV.

The system (4.4) can be generalized to the following $4+j$ equations to allow for additional forces:
$\dot{x}=u /|u|, \quad \dot{s}_{i}=L_{i}(x, u), \quad u^{0}>0 \quad(\mathrm{i}=1, \ldots, j)$.
The Lagrange multipliers $\lambda_{4+i}$ are constants that can be identified with the corresponding charges.

## VII. CONCLUSIONS

The principle of stationary action has been formulated as a manifestly covariant optimal control problem whose independent variable is proper time. There are Lagrange multipliers for all five state variables including action. The dimension of action has been changed from erg seconds to charge.

Classical particles would always traverse null geodesics if they could move in both time directions. Nontrivial trajectories can be described by an action principle only if motion to earlier times is prohibited. Particles that disobey must be quantum mechanical.

When a family of extremals issues from a point, the wave fronts for most variational problems have either leading edges only or else both leading and trailing edges. However, when the metric tensor of a geodesic problem is indefinite and there is a control variable inequality constraint, the
wave fronts have trailing edges only. This explains why $\mathscr{H}=m c^{2}$ is always non-negative in classical mechanics.

A Lagrangian formed from the scalar product of the velocity and potential four-vectors, but with no constants, leads to an EM field, an electric charge, and a non-negative mass. It would be interesting to apply the methods of this article to the theory given in Ref. 14. Both electric and magnetic charges with corresponding four-potentials are present in this classical treatment.

The normal five-tuple and Hamiltonian employed by the optimal control formulation are familar to experimental physicists. They call $\lambda_{0}$ the "particle's energy," $\lambda / c$ the "canonical momentum," $\lambda_{s}$ the "charge," and $\mathscr{H}$ the "self-energy."

A four-parameter family of extremals issues the from an initial point. Three may be regarded as usual as the components of the velocity with respect to time. The new parameter is $q / m c^{2}$.

When $q$ is zero, the particle moves along a geodesic that maximizes relativistic interval with action open. If, in addition, the mass is zero, the interval is also open and the trajectory can be regarded as minimizing time (Fermat's principle). In this case the speed of the particle must be that of light.

The principle of stationary action-interval time developed in this paper unifies the trajectories of lightlike (e.g., photons) and subluminal particles. The eikonals $t(x)=$ const of geometric optics are generalized to the wave fronts $\tau(x, s)$ Similarly, EM waves should be extended to 6D waves with amplitudes $\psi=\psi(x, s, \tau)$. In accordance with the correspondence principle of wave mechanics, $\psi$ should vanish at the wave front, be large at a short distance in from the wave front, and be small elsewhere in the interior.

The simplicity, symmetry, and beauty of manifestly covariant equations have been purchased at a high price. We have given up the specific $q / m$ of a particular particle. The present treatment of classical particles has returned some interesting diagnostic relations. Whether this have been a step toward truth will not be known until 6-D waves and their transition to 4-D quantum mechanics have been explored.
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It is shown that the stochastic quantization of a fermion introducing an anisotropy in the internal space so that this gives rise to two internal helicities corresponding to particle and antiparticle leads us to describe a fermion as a Skyrme soliton. The Skyrme term appears here as a consequence of this internal anisotropy and can be treated as a quantum effect. Some topological properties of this fermionization are then discussed.

## I. INTRODUCTION

In a series of papers Skyrme ${ }^{1}$ argued that nucleons and other baryonic resonances can be treated as solitons that arise as solutions of nonlinear Lagrangians where the pseudoscalar mesons are described by $2 \times 2$ unitary matrices commonly known as the nonlinear sigma model. Skyrme and Williams ${ }^{2}$ gave general arguments to show that if a suitable quantization scheme is adopted, the spin of these particles will emerge correctly as a half-odd integer. Recent developments regarding strong interaction dynamics have revived the old idea of Skyrme as, at low energy, the theory reduced to a nonlinear sigma model of spontaneously broken chiral symmetry. Indeed Pak and Tze ${ }^{3}$ studied in detail the current algebraic and topological aspects of the chiral model. Gipson and Tze ${ }^{4}$ also argued that the usual weak interaction model as well predicts Skyrme solitons with exotic properties. Later on Witten ${ }^{5}$ as well as Balchandran et al. ${ }^{6}$ studied various properties of such solitonic solutions and interpreted them as physical baryonic states.

Finkelstein and Rubinstein ${ }^{7}$ showed in a very general framework how the quantization of a soliton may lead to a fermion based on a homotopy classification of soliton solutions. Mickelsson ${ }^{8}$ has proved the spin and statistics connection in classical point-particle mechanics in the spirit of the field-theoretic homotopy proof by Finkelstein and Rubinstein when the geometry of the configuration space is determined by a parallelization describing a soliton field. All these features indicate that fermions may appear as solitons when a consistent quantization procedure is taken into account.

In a recent paper ${ }^{9}$ it has been shown that Nelson's stochastic quantization procedure ${ }^{10}$ can be generalized to the relativistic case and a fermion can be quantized when we consider universal Brownian motion in the external space as well as in the internal space of the particle. An anisotropy is introduced in the internal space so that this gives rise to two internal helicities depicting particle and antiparticle states. Thus the internal helicities may be taken to represent a geometrical interpretation of the fermion number. This is also the case for the hydrodynamical quantization method where a fermion is generated when a vortex line is introduced corresponding to the anisotropy of the internal domain. ${ }^{11}$ In this paper we shall show that these features relating to the quantization procedure of a fermion and the geometrical interpretation of fermion number effectively leads to the fact that fermions in general correspond to Skyrme solitons.

In Sec. II, we shall recapitulate for completeness the stochastic quantization procedure of a fermion and in Sec. III we shall show that fermions in this picture effectively appear as Skyrme solitons. In Sec. IV we shall discuss the geometrical and topological properties of fermionization.

## II. STOCHASTIC QUANTIZATION OF A FERMION

Nelson's stochastic quantization procedure ${ }^{10}$ is based on the assumption that the configuration variable $q(t)$ is promoted to a Markov process, which will be denoted here by the same symbol $q(t)$. The process $q(t)$ is determined by two conditions, the first is the hypothesis of universal Brownian motion, the second is the validity of the Euler-Lagrange equations. In the present framework we take that apart from a Brownian motion process in the external space, there is a Brownian motion process in the internal space also. In view of this we denote the configuration variable as $Q\left(t, \xi_{0}\right)$, where $\xi_{0}$ is the fourth component (real) of the internal four-vector $\xi_{\mu}$. We assume that $Q\left(t, \xi_{0}\right)$ is a separable function and can be denoted as

$$
\begin{equation*}
Q\left(t, \xi_{0}\right)=q(t) q\left(\xi_{0}\right) \tag{1}
\end{equation*}
$$

The process $Q\left(t, \xi_{0}\right)$ is assumed to satisfy the stochastic differential equations

$$
\begin{align*}
& d Q_{i}\left(t, \xi_{0}\right)=b_{i}\left(Q\left(t, \xi_{0}\right), t, \xi_{0}\right) d t+d \omega_{i}(t)  \tag{2}\\
& d Q_{i}\left(t, \xi_{0}\right)=b_{i}^{\prime}\left(Q\left(t, \xi_{0}\right), t, \xi_{0}\right) d \xi_{0}+d \omega_{i}\left(\xi_{0}\right) \tag{3}
\end{align*}
$$

which depict the Brownian motion processes in the external and internal space, respectively. Here $b_{i}\left(Q\left(t, \xi_{0}\right), t, \xi_{0}\right)$ and $b_{i}^{\prime}\left(Q\left(t, \xi_{0}\right), t, \xi_{0}\right)$ correspond to certain velocity fields in the external and internal space and $d \omega_{i}$ are independent Brownian motions. It is assumed that $d \omega_{i}(t)\left(d \omega_{i}\left(\xi_{0}\right)\right)$ does not depend on $Q\left(S, S^{\prime}\right)$ for $S \leqslant t\left(S^{\prime} \leqslant \xi_{0}\right)$ and the expectations have the following values:

$$
\begin{align*}
& \left\langle d \omega_{i}(t)\right\rangle=0 \\
& \left\langle d \omega_{i}(t) d \omega_{j}\left(t^{\prime}\right)\right\rangle=(\hbar / m) \delta_{i j} \delta\left(t-t^{\prime}\right) d t d t^{\prime}, \\
& \left\langle d \omega_{i}\left(\xi_{0}\right)\right\rangle=0  \tag{4}\\
& \left\langle d \omega_{i}\left(\xi_{0}\right) d \omega_{j}\left(\xi_{o}^{\prime}\right)\right\rangle=\left(\hbar / \pi_{0}\right) \delta_{i j} \delta\left(\xi_{0}-\xi_{0}^{\prime}\right) d \xi_{0} d \xi_{0}^{\prime},
\end{align*}
$$

where $\hbar$ is Planck's constant divided by $2 \pi$ and $m$ and $\pi_{0}$ are suitable constants. The description is asymmetrical in both "external" and "internal" time, but we can also write

$$
\begin{align*}
& d Q_{i}\left(t, \xi_{0}\right)=b_{i}^{*}\left(Q\left(t, \xi_{0}\right), t, \xi_{0}\right) d t+d \omega_{i}^{*}(t)  \tag{5}\\
& d Q_{i}\left(t, \xi_{0}\right)=b_{i}^{\prime *}\left(Q\left(t, \xi_{0}\right), t, \xi_{0}\right) d \xi_{0}+d \omega_{i}^{*}\left(\xi_{0}\right) \tag{6}
\end{align*}
$$

where now $\omega^{*}$ has the same properties as $\omega$ except that $d \omega_{i}^{*}(t)\left(d \omega_{i}^{*}\left(\xi_{0}\right)\right)$ are independent of $Q\left(S, S^{\prime}\right)$ for $S \geqslant t$ ( $S^{\prime} \geqslant \xi_{0}$ ). Now we introduce the mean forward derivatives $D_{t} Q_{i}\left(t, \xi_{0}\right), D_{\xi_{0}} Q_{i}\left(t, \xi_{0}\right)$ and the mean backward derivatives $D_{i}^{*} Q_{i}\left(t, \xi_{0}\right), D{ }_{\xi_{0}}^{*} Q_{i}\left(t, \xi_{0}\right)$ through the following definitions in analogy with those proposed by Nelson:

$$
\begin{align*}
& D_{t} Q_{i}\left(t, \xi_{0}\right)=\lim _{h \rightarrow 0^{+}} E_{i} \frac{Q_{i}\left(t+h, \xi_{0}\right)-Q_{i}\left(t, \xi_{0}\right)}{h}, \\
& D_{\xi_{0}} Q_{i}\left(t, \xi_{0}\right)=\lim _{h \rightarrow 0^{+}} E_{i} \frac{Q_{i}\left(t, \xi_{0}+h\right)-Q_{i}\left(t, \xi_{0}\right)}{h},  \tag{7}\\
& D_{t}^{*} Q_{i}\left(t, \xi_{0}\right)=\lim _{h \rightarrow+0} E_{i} \frac{Q_{i}\left(t, \xi_{0}\right)-Q_{i}\left(t-h, \xi_{0}\right)}{h}, \\
& D_{\xi_{0}}^{*} Q_{i}\left(t, \xi_{0}\right)=\lim _{h \rightarrow+0} E_{i} \frac{Q_{i}\left(t, \xi_{0}\right)-Q_{i}\left(t, \xi_{0}-h\right)}{h},
\end{align*}
$$

where $E_{i}$ is the conditional expectation with respect to the $\sigma$ algebra $\Sigma$, generated by the random variables $Q_{i}\left(t, \xi_{0}\right)_{i=1,2, \ldots, n}$.

Since, by definition,

$$
\begin{align*}
& E_{i}\left(d \omega_{i}(t)\right)=E\left(d \omega_{i}(t)\right)=0 \\
& E_{i}\left(d \omega_{i}\left(\xi_{0}\right)\right)=E\left(d \omega_{i}\left(\xi_{0}\right)\right)=0  \tag{8}\\
& E_{i}\left(d \omega_{i}^{*}(t)\right)=E\left(d \omega_{i}^{*}(t)\right)=0 \\
& E_{i}\left(d \omega_{i}^{*}\left(\xi_{0}\right)\right)=E\left(d \omega_{i}^{*}\left(\xi_{0}\right)\right)=0
\end{align*}
$$

we have

$$
\begin{align*}
& D_{i}\left(Q_{i}\left(t, \xi_{0}\right)\right)=b_{i}\left(Q\left(t, \xi_{0}\right), t, \xi_{0}\right), \\
& D_{\xi_{0}}\left(Q_{i}\left(t, \xi_{0}\right)\right)=b_{i}^{\prime}\left(Q\left(t, \xi_{0}\right), t, \xi_{0}\right),  \tag{9}\\
& D_{i}^{*}\left(Q_{i}\left(t, \xi_{0}\right)\right)=b_{i}^{*}\left(Q\left(t, \xi_{0}\right), t, \xi_{0}\right), \\
& D_{\xi_{0}}^{*}\left(Q_{i}\left(t, \xi_{0}\right)\right)=b_{i}^{\prime *}\left(Q\left(t, \xi_{0}\right), t, \xi_{0}\right) .
\end{align*}
$$

In general, for the sufficiently regular function $F\left(Q\left(t, \xi_{0}\right), t, \xi_{0}\right)$ we have

$$
\begin{array}{rl}
D_{t} F & \left(Q\left(t, \xi_{0}\right), t, \xi_{0}\right) \\
& =\left(\frac{\partial}{\partial t}+\sum_{i=1}^{n} b_{i} \frac{\partial}{\partial Q_{i}}+\frac{\hbar}{2 m} \Delta\right) F\left(Q\left(t, \xi_{0}\right), t, \xi_{0}\right), \\
D_{\xi_{0}} & F\left(Q\left(t, \xi_{0}\right), t, \xi_{0}\right) \\
& =\left(\frac{\partial}{\partial \xi_{0}}+\sum_{i=1}^{n} b_{i}^{\prime} \frac{\partial}{\partial Q_{i}}+\frac{\hbar}{2 \pi_{0}} \Delta\right) F\left(Q\left(t, \xi_{0}\right), t, \xi_{0}\right) \\
D_{i t}^{*} F & \left(Q\left(t, \xi_{0}\right), t, \xi_{0}\right) \\
& =\left(\frac{\partial}{\partial t}+\sum_{i=1}^{n} b_{i}^{*} \frac{\partial}{\partial Q_{i}}-\frac{\hbar}{2 m} \Delta\right) F\left(Q\left(t, \xi_{0}\right), t, \xi_{0}\right) \\
D_{\xi_{0}}^{*} F & \left(Q\left(t, \xi_{0}\right), t, \xi_{0}\right) \\
& =\left(\frac{\partial}{\partial \xi_{0}}+\sum_{i=1}^{n} b_{i}^{\prime *} \frac{\partial}{\partial Q_{i}}-\frac{\hbar}{2 \pi_{0}} \Delta\right) F\left(Q\left(t, \xi_{0}\right), t, \xi_{0}\right)
\end{array}
$$

where

$$
\Delta=\sum_{i=1}^{n} \frac{\partial^{2}}{\partial Q_{i}^{2}}
$$

Now we can derive the following moments ${ }^{12}$ :
$\left\langle q_{i}(t)\right\rangle=0$,
$\left\langle q_{i}(t) q_{j}\left(t^{\prime}\right)\right\rangle=(\hbar / 2 m \omega) \delta_{i j} e^{-\omega\left(t-t^{\prime}\right)} \quad\left(t>t^{\prime}\right)$,
$\left\langle q_{i}\left(\xi_{0}\right)\right\rangle=0$,
$\left\langle q_{i}\left(\xi_{0}\right) q_{j}\left(\xi_{o}^{\prime}\right)\right\rangle=\left(\hbar / 2 \pi_{0} \omega^{\prime}\right) \delta_{i j} e^{-\omega^{\prime}\left(\xi_{0}-\xi_{0}^{\prime}\right)} \quad\left(\xi_{0}>\xi_{o}^{\prime}\right)$.
From these expressions the moments of the product variables can be derived and are given by

$$
\begin{align*}
& \left\langle Q_{i}\left(t, \xi_{0}\right)\right\rangle=0, \\
& \left\langle Q_{i}\left(t, \xi_{0}\right) Q_{j}\left(t^{\prime}, \xi_{0}^{\prime}\right)\right\rangle \\
& \quad=(\hbar / 2 m \omega)\left(\hbar / 2 \pi_{0} \omega^{\prime}\right) \delta_{i j} e^{-\omega\left(t-t^{\prime}\right)} e^{-\omega^{\prime}\left(\xi_{0}-\xi_{0}^{\prime}\right)}  \tag{12}\\
& \quad\left(t>t^{\prime}, \quad \xi_{0}>\xi_{0}^{\prime}\right) .
\end{align*}
$$

Let $\left\{e_{i}(\mathbf{x})\right\}$ denote the complete orthonormal set of eigenfunctions of the three-dimensional Laplacian $\Delta$,

$$
\begin{equation*}
\Delta e_{i}(\mathrm{x})=-k_{i}^{2} e_{i}(\mathrm{x}) \tag{13}
\end{equation*}
$$

Also we denote $\left\{e_{j}(\xi)\right\}$ as the set of complete orthonormal set of eigenfunctions of the three-dimensional Laplacian $\Delta^{\prime}$ in terms of the variables

$$
\xi_{i}\left(\Delta^{\prime}=\frac{\partial^{2}}{\partial \xi_{1}^{2}}+\frac{\partial^{2}}{\partial \xi_{2}^{2}}+\frac{\partial^{2}}{\partial \xi_{3}^{2}}\right)
$$

so that

$$
\begin{equation*}
\Delta^{\prime} e_{j}(\xi)=-\pi_{j}^{2} e_{j}(\xi) \tag{14}
\end{equation*}
$$

Now we can construct a stochastic nonlocal field $\varphi$, which can be expressed as an orthonormal expansion in terms of $q_{i}(t), e_{i}(\mathbf{x}), q_{i}\left(\xi_{0}\right)$, and $e_{j}(\xi)$, and write

$$
\begin{equation*}
\varphi(x, t, \xi)=\sum_{i, j} q_{i}(t) e_{i}(\mathbf{x}) q_{j}\left(\xi_{0}\right) e_{j}(\xi) \tag{15}
\end{equation*}
$$

Now from the moments of $Q_{i}\left(t, \xi_{0}\right)$ we can determine the moments of $\varphi(x, t, \xi)$,

$$
\begin{align*}
& \langle\varphi(x, t, \xi)\rangle=0 \\
& \left\langle\varphi(x, t, \xi) \varphi\left(x^{\prime}, t^{\prime}, \xi^{\prime}\right)\right\rangle \\
& \quad=\frac{1}{(2 \pi)^{4}} \int \frac{d^{4} k e^{i\left(k,\left(x-x^{\prime}\right)\right)}}{(k, k)+m^{2}} \frac{1}{(2 \pi)^{4}} \int \frac{d^{4} \pi e^{i\left(\pi,\left(\xi-\xi^{\prime}\right)\right)}}{(\pi, \pi)+\pi_{0}^{2}} \tag{16}
\end{align*}
$$

where ( $a, b$ ) denotes the Euclidean product.
It is noted that in the limit, $\xi_{0}=\xi_{0}^{\prime}=0$, and integrating over the internal space variable $\boldsymbol{\xi}$, the correlation function (16) reduces to

$$
\begin{equation*}
\left\langle\varphi(x, t) \varphi\left(x^{\prime}, t^{\prime}\right)\right\rangle=\frac{1}{(2 \pi)^{4}} \int \frac{d^{4} k e^{i\left(k,\left(x-x^{\prime}\right)\right)}}{(k, k)+m^{2}} \tag{17}
\end{equation*}
$$

which is the correlation function of a scalar field. This is the Euclidean Markov field result which has been obtained starting from Nelson's real time formalism of Brownian motion and in this sense gives rise to the equivalence of these two formalisms as advocated by Guerra and Ruggiero. ${ }^{13}$

Now we want to show that when the anisotropic feature of the internal space-time corresponding to the variable $\xi_{\mu}$ is
taken into account implicitly we can obtain the fermionic propagator in Euclidean space-time. To this end, we intro-

$$
\left\langle\bar{\varphi}(x, t, \xi) \bar{\varphi}\left(x^{\prime}, t^{\prime}, \xi^{\prime}\right)\right\rangle
$$ duce the anistropy by having two opposite orientations of the internal variable $\xi_{\mu}$ (and hence of $\pi_{\mu}=i \partial / \partial \xi_{\mu}$ ) and take that each orientation denotes a separate field and the two opposite orientations depict two separate fields having two opposite internal helicities corresponding to particle and antiparticle configurations. That is, we can take for these two configurations, the internal space-time variable $\left(+\xi_{1}\right.$, $+\xi_{2},{ }_{+} \xi_{3},{ }_{+} \xi_{0}$ ) and $\left(-\xi_{1},-\xi_{2},-\xi_{3},-\xi_{0}\right)$ and this indicates that $i \pi_{\mu}$ and $-i \pi_{\mu}\left(\pi_{\mu}=i \partial / \partial \xi_{\mu}\right)$ will correspond to two different internal helicities depicting two different configurations giving rise to particle and antiparticle states.

Now from Eq. (16), we see that it is effectively a correlation function in eight-dimensional space-time, four-dimensional in the external space-time variable and four-dimensional in the internal space-time variable. To make it an effective four-dimensional expression in the external spacetime variable so that the role of the anisotropic feature of the internal space is exhibited properly, we introduce a mapping of the external and internal space as follows:

$$
\begin{equation*}
k^{2}=\left(k^{\prime}, \pi\right), \quad x^{2}=\left(x^{\prime}, \xi\right), \quad m^{2}=m^{\prime} \pi_{0} \tag{18}
\end{equation*}
$$

where $\left(k^{\prime}, \pi\right)$ [ $\left.\left(x^{\prime}, \xi\right)\right]$ denotes an Euclidean product and each component of $k(x)$ is given by $k_{i}=\sqrt{k_{i}^{\prime} \pi_{i}}$ [ $\left.x_{i}=\sqrt{x_{i}^{\prime} \xi_{i}}\right]$. By introducing these new variables, we can write the correlation function of the new field variables from the expression (17) as follows:

$$
(k+m)=U^{+}\left(\begin{array}{ccc}
i \sqrt{k^{2}}+m & 0 & 0  \tag{21}\\
0 & i \sqrt{k^{2}}+m & 0 \\
0 & 0 & -i \sqrt{k^{2}}+m \\
0 & 0 & 0
\end{array}\right.
$$

$$
\begin{align*}
= & \frac{1}{(2 \pi)^{4}} \int \frac{e^{i\left(\sqrt{k^{\prime} \pi},\left(x(\xi)-x^{\prime}\left(\xi^{\prime}\right)\right)\right)} d^{4} \sqrt{k^{\prime} \pi}}{\left(k, \prime^{\prime} \pi\right)+m^{\prime} \pi_{0}}=\frac{1}{(2 \pi)^{4}} \\
& \times \int \frac{e^{i\left(\sqrt{\left.k^{\prime} \pi,\left(x(\xi)-x^{\prime}\left(\xi^{\prime}\right)\right)\right)} d^{4} \sqrt{k^{\prime} \pi}\right.}}{\left(i \sqrt{\left(k^{\prime}, \pi\right)}+\sqrt{m^{\prime} \pi_{0}}\right)\left(-i \sqrt{\left(k^{\prime}, \pi\right)}+\sqrt{m^{\prime} \pi_{0}}\right)} . \tag{19}
\end{align*}
$$

This mapping in effect means that the behavior of the particle in the external space is a manifestation of the behavior of the internal constituents and the motion of the particle is governed by the motion of the constituents in the internal space as a whole. Now as we have assumed that the internal space is anisotropic in nature so that a direction vector is fixed in the internal space, which gives rise to the internal helicity, and the two opposite helicities correspond to particle and antiparticle states, we can take that $i \sqrt{\pi}$ and $-i \sqrt{\pi}$ correspond to the different internal helicity states and denote two separate fields depicting particle and antiparticle states. So for a single helicity state depicting a particle (or antiparticle) state we should take $-i \sqrt{\pi}$ (or $i \sqrt{\pi}$ ) as a vanishing term. Taking $-i \sqrt{\pi}=0$, we see that the expression (19) just reduces to the form

$$
\begin{equation*}
\left\langle\bar{\varphi}(x, t, \xi) \bar{\varphi}\left(x^{\prime}, t^{\prime}, \xi^{\prime}\right)\right\rangle=\frac{1}{(2 \pi)^{4}} \int \frac{e^{i\left(k,\left(x-x^{\prime}\right)\right)} d^{4} k}{i \sqrt{k^{2}}+m} \tag{20}
\end{equation*}
$$

where we have choosen the unit $m=\pi_{0}=1$.
Now we can choose a matrix $\left(\gamma_{\mu} k_{\mu}+m\right)=(k+m)$ with two degenerate eigenvalues $\pm i \sqrt{k^{2}}+m$, which can be diagonalized by a unitary matrix $U$ :


Thus we just get the fermionic propagator in the Euclidean space-time
$\left\langle\bar{\varphi}(x, t, \xi) \bar{\varphi}\left(x^{\prime}, t^{\prime}, \xi^{\prime}\right)\right\rangle=\frac{1}{(2 \pi)^{4}} \int \frac{d^{4} k e^{i\left(k,\left(x-x^{\prime}\right)\right)}}{(k+m)}$,
and the new field $\bar{\varphi}(x, t, \xi)$, where the anisotropic feature of the internal space is manifested by the internal handedness, depicts a fermionic field.

This shows that when a direction vector giving rise to an internal helicity in an anisotropic microlocal space-time is taken into account, we can have quantized fermionic field from Brownian motion processes.

In an earlier paper ${ }^{11}$ it has been argued that the hydrodynamical quantization procedure is equivalent to stochastic quantization and as in the stochastic quantization procedure, the anisotropy is introduced in the internal space to have a fermion field, a similar situation arises in hydrodynamical quantization, too, where the quasi-irrotational (vortex) fluid motion is found to be the classical analog of a
relativistic quantum mechanical system which gives rise to a fermionic field. In this picture, the classical analog of the relativistic fermionic field is the hydrodynamical motion with vorticity and only then, to define the motion around the vortex line, is the concept of circulation necessary. Precisely, the condition of circulation quantization is the condition of relativistic quantization, which gives rise to a fermion field, and a fermion can be thought of as a classically circular vortex.

## III. INTERNAL HELICITY, NONLINEAR SIGMA MODEL, AND SKYRME SOLITON

From the above picture of realizing a fermion by introducing an anisotropy in the internal space so that a particular direction (say $Z$ axis) is fixed or a vortex line in the liquid drop in Madelung fluid is introduced, it can be shown that fermions appear as solitons. This can be explicitly demonstrated by exploring the link between this geometrical for-
malism and the nonlinear sigma model. Since in this formalism a space-time point $x_{\mu}$ is depicted by the pair ( $x_{\mu}, \xi_{\mu}$ ), where $\xi_{\mu}$ is an attached vector denoting the internal spacetime variable, we can reformulate this picture by taking into account a complexified Minkowski space-time for which the coordinate is given by $Z_{\mu}=x_{\mu}+i \xi_{\mu}$. Now to introduce the effect of anisotropy in the internal space so that two internal helicities give rise to particle and antiparticle states, we use the formulation of twistor geometry where a vector $x^{a}$ is written as a $2 \times 2$ complex matrix having the $\operatorname{SL}(2, c)$ group structure. Thus we write for the position vector $Z^{\mu}$ in complex space-time as

$$
\begin{equation*}
Z^{\mu} \rightarrow Z^{A A^{\prime}}=X^{A A^{\prime}}+i \xi^{A A^{\prime}} \tag{23}
\end{equation*}
$$

Now $\xi^{A A^{\prime}}$ is decomposed into two two-component spinorial variables by the relation $\xi^{A A^{\prime}}=\bar{\theta}^{A} \theta^{A^{\prime}}$. It can be shown that $\bar{\theta}^{A}\left(\theta^{A^{\prime}}\right)$ corresponds to two internal helicity states $+\frac{1}{2}\left(-\frac{1}{2}\right)$ corresponding to particle and antiparticle states and is thus related to the fermion number. ${ }^{14}$ Thus the position operator of a fermion becomes a non-Hermitian one as envisaged in Dirac equation and can be written as $Z^{\mu} \rightarrow Z^{A A^{\prime}}=X^{A A^{\prime}}+\bar{i}^{A} \theta^{A^{\prime}}$, where $X^{A A^{\prime}}$ corresponds to the conventional position in space-time and $\bar{\theta}^{A}\left(\theta^{A^{\prime}}\right)$ corresponds to the internal helicity realized from the anisotropic nature of the internal structure and is related to the fermion number. With such a coordinate a particle can be viewed as moving in a superspace $(x, \theta)$, where supersymmetry is achieved in the case when $\theta$ is a Majorana spinor so that $\theta=\bar{\theta}$.

In this complexified space-time exhibiting the internal helicity states, we can write the metric tensor

$$
\begin{equation*}
g_{\mu \nu}(x, \theta)=g_{\mu \nu}(x) \bar{\theta}^{A} \theta^{A^{\prime}} \tag{24}
\end{equation*}
$$

Now writing $g_{\mu v}(x)=e_{\mu}^{i}(x) e_{v}^{j}(x) \eta_{i j}$, where $\eta_{i j}$ is the Minkowski metric, we write

$$
\begin{align*}
g_{\mu v}(x, \theta) & =e_{\mu}^{i}(x) \bar{\theta}^{A} e_{v}^{j}(x) \theta^{A^{\prime}} \eta_{i j} \\
& =\eta_{\mu}^{i A}(x) \eta_{v}^{j A^{\prime}}(x) \eta_{i j}, \tag{25}
\end{align*}
$$

where

$$
\begin{align*}
& \eta_{\mu}^{i A}(x)=e_{\mu}^{i}(x) \bar{\theta}^{A} \\
& \eta_{v}^{j A}(x)=e_{v}^{j}(x) \theta^{\prime} \tag{26}
\end{align*}
$$

and $\eta_{\mu}^{i A}\left(\eta_{\nu}^{j A^{\prime}}\right)$ is a mixed quantity behaving as a spinor regarding the index $A$ and tensor regarding indices $i, \mu$.

The vierbein field $e_{\mu}^{i}$ is transformed as

$$
\begin{equation*}
e_{\mu}^{i} \rightarrow e_{\mu}^{\prime i}=[\Lambda(x)]_{k}^{i} e_{\mu}^{k} \tag{27}
\end{equation*}
$$

where $\Lambda(x)$ is an $x$-dependent Lorentz matrix. The spinor is transformed as

$$
\begin{equation*}
\bar{\theta}^{A} \rightarrow \bar{\theta}^{\prime A}=S(\lambda)_{B}^{A} \bar{\theta}^{B}, \tag{28}
\end{equation*}
$$

where $S(\lambda)_{B}^{A}$ represents a SL( $2, c$ ) group operator. Using Eqs. (27) and (28), the transformation of $\eta_{\mu}^{i A}$ is given by

$$
\begin{align*}
\eta_{\mu}^{i A} \rightarrow \eta_{\mu}^{i A} & =[\Lambda(x)]_{k}^{i} S(\lambda)_{B}^{A} e_{\mu}^{k} \bar{\theta}^{B} \\
& =[A(x)]_{k B}^{i A} \eta_{\mu}^{k B}, \tag{29}
\end{align*}
$$

where

$$
\begin{equation*}
[A(x)]_{k B}^{i A}=[\Lambda(x)]_{k}^{i} S(\lambda)_{B}^{A} \tag{30}
\end{equation*}
$$

and

$$
\eta_{\mu}^{k B}=e_{\mu}^{k} \bar{\theta}^{B}
$$

In analogy with Yang-Mills gauge theory, we take

$$
\begin{equation*}
S(\lambda)_{B}^{A}=\delta_{B}^{A} \tag{31}
\end{equation*}
$$

and write

$$
\begin{equation*}
[A(x)]_{k B}^{i A}=[A(x)]_{k}^{i} . \tag{32}
\end{equation*}
$$

Thus from (29) we have

$$
\begin{equation*}
\eta_{\mu}^{i A} \rightarrow \eta_{\mu}^{; i A}=[A(x)]_{k}^{i} \eta_{\mu}^{k A} \tag{33}
\end{equation*}
$$

Now if we assume that spinors $\eta_{\mu}^{i A}$ are scalars under coordinate transformation in superspace, i.e.,

$$
\begin{equation*}
\eta_{\mu}^{; i A}=\eta_{\mu}^{i A} \tag{34}
\end{equation*}
$$

we get

$$
\begin{equation*}
\eta_{\mu}^{i A}=[A(x)]_{k}^{i} \eta_{\mu}^{k A} \tag{35}
\end{equation*}
$$

In terms of the antisymmetric fundamental tensor $\epsilon_{i \mu}$, with the property $\epsilon_{i \mu} \epsilon^{i \mu}=1$, we can write

$$
\begin{align*}
\eta_{\mu}^{i A}=\epsilon_{i \mu} \epsilon^{i \mu}[A(x)]^{i} \eta_{\mu}^{A} & =\epsilon_{i \mu}[A(x)]^{i} \epsilon^{i \mu} \eta_{\mu}^{A} \\
& =[A(x)]_{\mu} \eta^{i A} \tag{36}
\end{align*}
$$

This equation (36) defines the four-vector $A_{\mu}$ whose components are $2 \times 2$ matrices and can be treated as a gauge potential. It is to be noted that $\eta^{i A}$ represents a spin-3$\frac{3}{2}$ particle.

We define a two-component spinor $\xi_{a}^{A}(a=0,1)$ at each point of space-time. The components $\xi_{0}^{A}$ and $\xi_{1}^{A}$ represent $\bar{\theta}^{A}$ and $\theta^{A^{\prime}}$, respectively, representing the internal helicity states. Here $\eta^{i A}$ may be written in terms of $\xi_{a}^{A}$ as

$$
\begin{equation*}
\eta^{i A}=\epsilon^{i j} \eta_{; j}^{A}=\epsilon^{i j} \xi_{a ; j}^{A} \tag{37}
\end{equation*}
$$

where $\eta^{A}=\xi_{a}^{A}$ represents a two-component spinor and the symbol (;) denotes the covariant derivative.

In terms of this we can write

$$
\begin{equation*}
\eta_{; \mu}^{i A}=[A(x)]_{\mu} \epsilon^{i j \xi_{a ; j}^{A}} \tag{38}
\end{equation*}
$$

which gives

$$
\begin{equation*}
\xi_{a ; \mu}^{A}=[A(x)]_{\mu} \xi_{a}^{A} \tag{39}
\end{equation*}
$$

For convenience, the above relation can be rewritten as

$$
\begin{equation*}
\nabla_{\mu} \xi=A_{\mu} \xi \tag{40}
\end{equation*}
$$

where $\xi$ is the $(2 \times 2)$ matrix whose elements are $\xi_{a}^{A}$. Now applying the commotator of covariant derivatives $\left[\nabla_{\nu}, \nabla_{\mu}\right.$ ] on $\xi$, we write

$$
\begin{align*}
\left(\nabla_{\nu} \nabla_{\mu}-\nabla_{\mu} \nabla_{\nu}\right) \xi & =\left\{\partial_{v} A_{\mu}-\partial_{\mu} A_{v}+\left[A_{\mu}, A_{v}\right]\right\} \xi \\
& =F_{\mu \nu} \xi \tag{41}
\end{align*}
$$

Thus we have the field strength tensor $F_{\mu \nu}$ given in terms of the gauge fields $A_{\mu}$ and for zero curvature, we have the relation

$$
\begin{equation*}
F_{\mu v}=\partial_{v} A_{\mu}-\partial_{\mu} A_{\nu}+\left[A_{\mu}, A_{v}\right]=0 \tag{42}
\end{equation*}
$$

This zero curvature condition then implies that we can write the non-Abelian gauge field as

$$
\begin{equation*}
A_{\mu}=U^{+} \partial_{\mu} U, \text { where } U \in \operatorname{SL}(2, c) \tag{43}
\end{equation*}
$$

Now substituting $A_{\mu}$ with $U^{+} \partial_{\mu} U$, we can write the Lagrangian corresponding to the equation of motion given by the relation (42),

$$
\begin{equation*}
L=M^{2} \operatorname{Tr}\left(\partial_{\mu} U^{+} \partial_{\mu} U\right)+\operatorname{Tr}\left[\partial_{\mu} U U^{+}, \partial_{v} U U^{+}\right]^{2} \tag{44}
\end{equation*}
$$

where $M$ is a suitable constant having the dimension of mass.
Thus we find that the quantization of a Fermi field considering an anisotropy in the internal space leading to an internal helicity corresponds to the realization of a nonlinear sigma model where the Skyrme term in the Lagrangian $\left(\mathscr{L}_{\text {skyrme }}=\operatorname{Tr}\left[\partial_{\mu} U U^{+}, \partial_{\nu} U U^{+}\right]^{2}\right)$ automatically arises stabilizing the soliton. Indeed, this is no surprise as the anisotropic feature of the internal space prevents it from shrinking to zero size.

## IV. TOPOLOGICAL PROPERTIES OF FERMIONIZATION

We have shown above that the anisotropic feature of the internal space leading to two internal helicity states which correspond to particle and antiparticle states gives rise to a quantized fermion. Again this feature helps us to depict a fermion as a Skyrme soliton. Now to investigate the topological properties of such a soliton, we may take into account that when the internal variable $\xi_{\mu}$ is attached to the spacetime point $x_{\mu}$, the space-time manifold is given by a de Sitter space $E(4,1)$. So we can study an $O(5)$ nonlinear sigma model, which is characterized by a real unit vector $n(x)$ with the properties $n(x) \in \mathbb{R}^{5}$ and $n^{+}(x) n(x)=1$. This $O$ (5) nonlinear sigma model has been investigated by Felsager and Leinaas ${ }^{15}$ in detail. We shall use their results here to show that this $O$ (5) model can be decomposed into two three-space-dimensional solitons (Skyrme solitons) so that we can get two topological invariants corresponding to the fermion numbers +1 and -1 .

The action of the $O(5)$ nonlinear model is given by

$$
\begin{equation*}
S=\frac{1}{2} \int\|\mathrm{~F}\|^{2} d^{4} x=\frac{1}{2} \int\left\|\mathrm{~d} n \wedge \mathrm{~d} n^{+}\right\|^{2} d^{4} x \tag{45}
\end{equation*}
$$

where $\mathbf{F}(x)$ is the $\mathrm{SO}(4)$ gauge field. Here $\|\mathbf{F}\|^{2}$ is defined as

$$
\begin{equation*}
\|\mathbf{F}\|^{2}=-\frac{1}{2} \operatorname{Tr}\left[F_{\mu \nu} F^{\mu \nu}\right] \tag{46}
\end{equation*}
$$

which can also be written as

$$
\begin{equation*}
S=-\frac{1}{2} \int \operatorname{Tr}\left(\mathbf{F} \wedge^{*} \mathbf{F}\right) \tag{47}
\end{equation*}
$$

where * denotes Hodge's duality operation

$$
\begin{equation*}
* F_{\mu \nu}=\frac{1}{2} \epsilon_{\mu \nu \rho \sigma} F^{\rho \sigma} . \tag{48}
\end{equation*}
$$

Here $n(x)$ is a point on a four-sphere $S^{4}$. Since $F(x)$ is a $\mathrm{SO}(4)$ gauge field, and $\mathrm{SO}(4)$ can be decomposed locally as the product of two $\mathrm{SU}(2)$ groups,

$$
\begin{equation*}
\mathrm{SO}(4) \simeq \mathrm{SU}(2) \times \mathrm{SU}(2) \tag{49}
\end{equation*}
$$

it is possible to decompose the $\mathrm{SO}(4)$ field $\mathrm{F}(x)$ into two SU(2) fields denoted by $F_{+}(x)$ and $F_{-}(x)$ :

$$
\begin{equation*}
\mathbf{F}(x)=\mathbf{F}_{+}(x)+\mathbf{F}_{-}(x) . \tag{50}
\end{equation*}
$$

Using this definition, we find that

$$
\begin{equation*}
\left\|\mathbf{F}_{ \pm}\right\|^{2}=\frac{1}{2}\|\mathbf{F}\|^{2}, \tag{51}
\end{equation*}
$$

and the action (45) can be written as

$$
\begin{equation*}
S=\int\left\|\mathbf{F}_{ \pm}\right\|^{2} d^{4} x \tag{52}
\end{equation*}
$$

Now noting that in the four-sphere $S^{4}$, apart from the threespace dimension, the fourth-space dimension can be split into two segments $X_{4}=\theta_{+}+\theta_{-}$so that $\theta_{+}\left(\theta_{-}\right)$is defined in the positive (negative) segment of the axis, the anisotropic feature of the internal space as mentioned earlier can be realized and $\theta_{+}\left(\theta_{-}\right)$corresponds to the positive (negative) $\xi$ axis, where $\xi$ is the internal space variable. This in effect gives rise to two internal helicity states corresponding to particle and antiparticle. Now noting that in this formalism $\mathbf{F}_{+}$ $\left(\mathbf{F}_{-}\right)$is defined only in the $\theta_{+}\left(\theta_{-}\right)$region of space, we can decompose the action (52) as

$$
\begin{equation*}
S=S_{1}+S_{2}=\frac{1}{2}\left[\int\left\|\mathbf{F}_{+}\right\|^{2} d^{3} x d \theta_{+}+\int\left\|\mathbf{F}_{-}\right\|^{2} d^{3} x d \theta_{-}\right] \tag{53}
\end{equation*}
$$

where $\mathbf{F}_{+}\left(\mathbf{F}_{-}\right)$is $\mathrm{SU}(2)$ gauge field defined in $S^{3}$. This splitting can also be realized from the fact that since $F(x)$ is defined in $S^{4}$ we can decompose $S^{4}$ into $S^{4} \rightarrow S^{3} \times S^{1}$. Since $S^{1}$ is a doubly connected space we can take $S^{3}$ into two disconnected regions so that we can write $S^{4}=S_{+}^{3}+S^{3}$. Now since $F_{+}\left(F_{-}\right)$is defined in $S^{3}$ we get two three-spacedimensional solitons from this and this disconnectedness is ensured by the Skyrme term which stabilizes the solitons so that these cannot shrink to zero size.

Now following Felsager and Leinaas ${ }^{15}$ we can relate the Pontryagin density $\lambda(x)$ and the Euler density $\chi(x)$ of the SO (4) gauge field with the Pontryagin densities $\lambda_{+}(x)$ and $\lambda_{-}(x)$ of the two $\operatorname{SU}(2)$ gauge fields. The Pontryagin density decomposes in the following way

$$
\begin{align*}
\lambda(x) & =-\left(1 / 16 \pi^{2}\right) \operatorname{Tr}(\mathbf{F} \wedge \mathbf{F}) \\
& =\left(1 / 16 \pi^{2}\right)(\mathbf{F} \mid \mathbf{F}) \\
& =\left(1 / 16 \pi^{2}\right)\left(\mathbf{F}_{+} \mid \mathbf{F}_{+}\right)+\left(1 / 16 \pi^{2}\right)\left(\mathbf{F}_{-} \mid \mathbf{F}_{-}\right) \\
& =\lambda_{+}(x)+\lambda_{-}(x) \tag{54}
\end{align*}
$$

Similarly the Euler density is given by

$$
\begin{align*}
\chi(x) & =-\left(1 / 16 \pi^{2}\right) \operatorname{Tr}(* \mathbf{F} \wedge \mathbf{F}) \\
& =\left(1 / 16 \pi^{2}\right)(* \mathbf{F} \mid \mathbf{F}) \\
& =\left(1 / 16 \pi^{2}\right)\left(\mathbf{F}_{+} \mid \mathbf{F}_{+}\right)-\left(1 / 16 \pi^{2}\right)\left(\mathbf{F}_{-} \mid \mathbf{F}_{-}\right) \\
& =\lambda_{+}(x)-\lambda_{-}(x) \tag{55}
\end{align*}
$$

Since the Pontryagin density of the $\mathrm{SO}(4)$ gauge field vanishes identically since $F \wedge F=0$, we find

$$
\begin{equation*}
\lambda_{+}(x)=-\lambda_{-}(x)=\frac{1}{2} \chi(x) \tag{56}
\end{equation*}
$$

Thus the Pontryagin densities of the two $\mathrm{SU}(2)$ gauge fields are of opposite sign and in magnitude equal to half the Euler density of the $S O$ (4) gauge field.

The winding number associated with the mapping $\mathbb{R}^{4} \rightarrow S^{4}$ is given by

$$
\begin{equation*}
m=\frac{1}{(8 \pi)^{2}} \int_{\mathbf{R}^{4}} \epsilon_{i j k l m} n^{i} \mathrm{~d} n^{j} \wedge \mathrm{~d} n^{k} \wedge \mathrm{~d} n^{l} \wedge \mathrm{~d} n^{m} \tag{57}
\end{equation*}
$$

The Euler number $\chi$ is given by ${ }^{15}$

$$
\begin{equation*}
\chi=-\frac{1}{16 \pi^{2}} \int_{\mathbf{R}^{4}} \operatorname{Tr}(* \mathbf{F} \wedge \mathbf{F})=2 m \tag{58}
\end{equation*}
$$

From this we find that the Pontryagin number of the two $\mathbf{S U}(2)$ gauge fields is given by

$$
\begin{equation*}
\lambda_{+}(x)=m, \quad \lambda_{-}(x)=-m \tag{59}
\end{equation*}
$$

This suggests that the Pontryagin number of the two $\operatorname{SU}(2)$ gauge fields actually corresponds to the fermion numbers +1 and -1 . Thus the topological properties of fermionization give rise to two Pontryagin invariants corresponding to the fermion and the antifermion.

## V. DISCUSSION

We have shown above that the stochastic quantization of a fermion introducing an anisotropy in the internal space so that this gives rise to two internal helicities corresponding to particle and antiparticle states leads us to describe a fermion as a Skyrme soliton. The quartic Skyrme term appears here as a consequence of this internal anisotropy. In this sense, the Skyrme term may be taken as a quantum effect. Indeed Pak and Tze ${ }^{3}$ have also pointed out that the Skyrme term may be viewed to have a quantum origin and have shown that by giving rise to an effective interaction the radiative corrections in the $\operatorname{SU}(2) \times S U(2)$ invariant model not only make solitons with topological fermion number but also fermionic spin states.

In recent times a lot of work is being done to interpret a nucleon as a Skyrme soliton on the basis of the chiral model. From the present analysis it appears that the chiral model is a specific case and all massive fermions can be considered as Skyrme solitons when the Skyrme term arises in the quantization procedure. Indeed the extension to the soliton sectors of chiral theories invariant under $\mathrm{SU}(N) \times \mathrm{SU}(N), N>2$, may be achieved by embedding $\mathrm{SU}(2) \times \mathrm{SU}(2)$ in larger groups when the special role of the topological properties of the $\mathrm{SU}(2) \times \operatorname{SU}(2)$ subgroup incorporating the correlation between space-time and internal symmetries become transparent. Specifically this may help us to have a geometrical origin of the internal symmetry and a dynamical understanding of the symmetry breaking of a $\mathrm{SU}(3) \times \mathbf{S U ( 3 )}$ theory.

It may be pointed out that since the fermionization procedure of the stochastic quantization method incorporates universal Brownian motion in the internal space also apart from the external space, the splitting of the soliton field into a point singularity plus cloud should be abandoned and the extension of the soliton plays the dominant role. However a latticization may be possible in the manner of Polyakov's work on the two-dimensional Heisenberg ferromagnet. ${ }^{16}$ In fact when the four-sphere $S^{4}$ is split into $S^{2} \times S^{2}$ instead of $S^{3} \times S^{1}$ as in the present case, the $\mathrm{O}(5)$ nonlinear sigma model gives a lattice picture when finite energy static solutions in two space dimensions such as vortices with finite energy per unit length appears. This can be related with Liouville field theory and a Polyakov string through a correspondence between the sigma model and the Liouville model. ${ }^{17}$

Finally, we may point out that in $(1+1)$ dimensions, Coleman ${ }^{18}$ has shown explicitly the equivalence of the sineGordon soliton with the massive Thirring fermion. The fermionization procedure discussed here may be considered here as a generalization of Coleman's significant result in $(3+1)$ dimensions so that the stochastic quantization of a fermion leads to view them as Skyrme solitons in three space dimensions.
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#### Abstract

An improved ansatz for the three-gluon vertex function is treated; and it is shown that the gluon propagator has a double pole at the origin of the $p^{2}$ plane, as well as a tachyon on the spacelike real axis, at least in this approximation.


## I. INTRODUCTION

The present paper constitutes the conclusion of a study of the infrared behavior of the gluon propagator in the Landau gauge. In previous papers, ${ }^{1}$ to which we shall refer as I, II, and III, respectively, we investigated an approximation scheme for the gluon propagator Dyson-Schwinger equation that was initiated by Mandelstam. ${ }^{2}$

The basic idea of the approximations is to truncate the Dyson-Schwinger equation by introducing an ansatz for the three-gluon vertex that (a) involves only the propagator itself, and (b) is inspired by (Mandelstam's ansatz I and II), or is strictly consistent with (Schoenmaker's ansatz, III) the Slavnov-Taylor identity. It has been argued that the longitudinal part of the vertex function (i.e., the part that contributes to the Slavnov-Taylor identity) need not be relevant to the Dyson-Schwinger equation. Indeed Gardner ${ }^{3}$ constructed a model in which the vertex function consists of two parts, one of which contributes only to the Slavnov-Taylor identity, while the other contributes only to the DysonSchwinger equation. However, it can be shown that the two parts of Gardner's ansatz do not have the same scaling properties under renormalization: one part has the correct number of factors $Z_{3}$, while the other does not. Accordingly, we may reject the Gardner ansatz as a valid criticism of the general method. On the other hand, a recent paper of Zhang ${ }^{4}$ is much more convincing. He shows that the contribution of the longitudinal part of the vertex function reduces essentially to a term that is indistinguishable from a tadpole, so that the nontrivial parts of the approximate Dyson-Schwinger equation arise from transverse contributions to the vertex function. Both Gardner's and Zhang's treatments apply specifically to an axial gauge propagator, which has special properties (in particular, orthogonality to the gauge vector); and hence they are not relevant to a study in the Landau gauge.

In III we studied an improved version of the Mandelstam ansatz, but with a simplification that allowed us to reduce the equation to a fourth-order nonlinear differential equation. In this paper, we complete this analysis by removing the simplification, which involves us in the treatment of a sixth-order nonlinear differential equation. This equation is subjected to numerical analysis as it stands: we confirm the $p^{-4}$ behavior as $p \rightarrow 0, p$ being the gluon momentum; and we also find a tachyon state, as in III. There are probably no first-sheet complex branch points-a deficiency of the model of I and II-although there is a neighborhood of the origin
that is inaccessible to the computer, because of large cancellations, so one cannot be completely sure. In order to remove these cancellations, the sixth-order differential equation is transformed into an integral equation by two successive implementations of the method of variation of parameters; and in this form the equation is suited to a rigorous demonstration of the existence of a solution. We show that the solution is analytic in a (cut) neighborhood of the origin, so that an accumulation of first-sheet complex branch points is excluded.

## II. NUMERICAL ANALYSIS OF DIFFERENTIAL EQUATION

The form factor multiplying the bare gluon propagator (see III) can be written

$$
\begin{equation*}
F(x)=A / x+\gamma x+\phi(x) x^{3} \tag{2.1}
\end{equation*}
$$

where $A$ is an unknown constant (which, however, can be scaled away), where

$$
\begin{equation*}
\gamma=\frac{249}{389} \approx 0.617 \tag{2.2}
\end{equation*}
$$

and where $\phi(x)$ is a function that satisfies the nonlinear integral equation

$$
\begin{align*}
x^{6} G(x)= & -\frac{1}{4} \int_{0}^{x} d y(x-y)^{3}\left(x^{2}+10 x y+y^{2}\right) \phi(y) \\
& +\frac{1}{8} \int_{0}^{x / 4} d y x^{3 / 2}(x-4 y)^{3 / 2} \\
& \times\left(x^{2}+20 x y+12 y^{2}\right) \phi(y) \tag{2.3}
\end{align*}
$$

where

$$
\begin{equation*}
G(x)=\left[\gamma+x^{2} \phi(x)\right] /\left[1+\gamma x^{2}+x^{4} \phi(x)\right] \tag{2.4}
\end{equation*}
$$

The details can be found in III.
The second integral in (2.3), involving the surd, is rather awkward; but fortunately it has been shown numerically, ${ }^{5}$ by means of cubic splines, that the truncated equation

$$
\begin{equation*}
x^{6} G(x)=-\frac{1}{4} \int_{0}^{x} d y(x-y)^{3}\left(x^{2}+10 x y+y^{2}\right) \phi(y) \tag{2.5}
\end{equation*}
$$

has a solution that resembles that of the full equation (2.3), the difference being not qualitative, but merely quantitative and relatively minor. In order to study the qualitative properties of the solution, it suffices to look at (2.5). We shall
accordingly subject this equation to numerical analysis and to a rigorous proof of existence.

The integral equation can be converted into a differential equation, namely

$$
\begin{align*}
& {\left[\frac{d}{d x}\right]^{6}\left[x^{6} G(x)\right]+18 x^{2} \phi^{\prime \prime}(x)} \\
& \quad+144 x \phi^{\prime}(x)+138 \phi(x)=0 \tag{2.6}
\end{align*}
$$

This equation has been treated numerically (in double precision) by the Runge-Kutta method. As usual, an asymptotic series expansion must be made in a neighborhood of the infrared point $x=0$.

The results of the numerical work ${ }^{6}$ can be summarized as follows.
(a) There are complex branch points on secondary Riemann sheets that are connected to the principal Riemann sheet through the timelike cut along $-\infty<x<0$. There seem to be no complex branch points on the principal Riemann sheet, although this result is not completely conclusive, since a small region around the infrared point is inaccessible, due to large cancellations.
(b) There is a (ghost) pole on the spacelike axis at

$$
\begin{equation*}
x=x_{p} \equiv 2.831, \tag{2.7}
\end{equation*}
$$

much as in case III. This may be a signal that our vacuum is unstable, or it may be merely an artifact of our approximations.

## III. REFORMULATION OF THE EQUATION

In this section, we reformulate Eq. (2.5) in such a way that there are no cancellations in the infrared region. Using such a form, we shall outline the proof that a solution exists (by means of the Banach Theorem). Moreover, we could also set up a computer analysis that is not plagued by cancellations (however, we have not done this).

The necessary manipulations are tedious, and we shall merely sketch the method here. Further details can be found in Ref. 6. Equation (2.6) is a nonlinear sixth-order differential equation. We transform it in two steps. First, observe that the linear, homogeneous equation

$$
\begin{equation*}
18 x^{2} \psi^{\prime \prime}(x)+144 x \psi^{\prime}(x)+138 \psi(x)=0 \tag{3.1}
\end{equation*}
$$

has the two solutions

$$
\begin{equation*}
\psi_{ \pm}(x)=x^{ \pm \beta-7 / 2} \tag{3.2}
\end{equation*}
$$

where $\beta=(165)^{1 / 2} / 6$. We resolve Eq. (2.6) by the method of variation of parameters, treating the first term, involving a sixth-order derivative of $x^{6} G$, as an inhomogeneity. The result is an integral over this derivative, multiplied by a kernel. The six derivatives can be removed by six partial integrations, the result being

$$
\begin{align*}
& x^{4} G^{\prime \prime \prime}(x)+20 x^{3} G^{\prime \prime \prime}(x) \\
&+ \frac{355}{3} x^{2} G^{\prime \prime}(x)+\frac{680}{3} x G^{\prime}(x)+\frac{865}{9} G(x) \\
&=-18 \phi(x)-\frac{455}{54 \beta} x^{-7 / 2} \\
& \quad \times \int_{0}^{x} d y y^{5 / 2}\left(\left(\frac{y}{x}\right)^{\beta}-\left(\frac{x}{y}\right)^{\beta} G(y)\right) \tag{3.3}
\end{align*}
$$

The second step consists in resolving this fourth-order nonlinear integrodifferential equation by applying the method of variation of parameters again. In order to do this expeditiously, we add terms proportional to $x^{2} G^{\prime \prime}, x G^{\prime}$, and $G$ to both sides of (3.3), as well as $18 G / x^{2}$, the latter being the most singular part of $18 \phi(x)$. The corresponding homogeneous equation is

$$
\begin{align*}
& x^{6} H^{\prime \prime \prime}+20 x^{5} H^{\prime \prime \prime}+\frac{975}{8} x^{4} H^{\prime \prime}+225 x^{3} H^{\prime} \\
& \quad+\left[\frac{36465}{256} x^{2}+18\right] H=0 \tag{3.4}
\end{align*}
$$

with the four solutions

$$
\begin{align*}
& H_{i}(x)=x^{-11 / 4} \exp \left[\beta_{i} x^{-1 / 2}\right]  \tag{3.5}\\
& \beta_{1}=(72)^{1 / 4}(1+i), \quad \beta_{2}=(72)^{1 / 4}(1-i) \\
& \beta_{3}=(72)^{1 / 4}(-1+i), \quad \beta_{4}(72)^{1 / 2}(-1-i) \tag{3.6}
\end{align*}
$$

These homogeneous solutions are used to resolve Eq. (3.3), the result being

$$
\begin{equation*}
G(x)=\sum_{i=1}^{4} G_{i}(x) \tag{3.7}
\end{equation*}
$$

where

$$
\begin{align*}
G_{i}(x)= & \frac{1}{2} 72^{-1} \beta_{i} x^{-11 / 4} \exp \left(\beta_{i} x^{-1 / 2}\right) \\
& \times \int_{0}^{x} d y y^{5 / 4} \exp \left(-\beta_{i} y^{-1 / 2}\right) \Sigma(y) \tag{3.8}
\end{align*}
$$

with



FIG. 1. Sketch of the domain of applicability of the Banach Theorem. (a) The full domain. (b) The region near the negative imaginary axis on a larger scale. Note that the boundary of the region of proved analyticity intercepts the negative real axis and penetrates the second Riemann sheet (dotted lines). Thus the origin cannot be an accumulation point of first-sheet singularities.

$$
\begin{align*}
\Sigma(x)= & 18 \gamma+\frac{106745}{2304} x^{4} G^{\prime \prime}(x)+\frac{85}{3} x^{3} G^{\prime}(x) \\
& +\frac{85}{24} x^{2} G(x)+\frac{18 x^{2} G^{2}(x)}{x^{2} G(x)-1}-\frac{455}{54 \beta} x^{-3 / 2} \\
& \times \int_{0}^{x} d y y^{5 / 2}\left(\left(\frac{y}{x}\right)^{\beta}-\left(\frac{x}{y}\right)^{\beta} G(y)\right) . \tag{3.9}
\end{align*}
$$

The first- and second-order derivatives in Eq. (3.9) can be removed by partially integrating Eq. (3.8); but there is a subtlety. One has to deform the contour $(0, x)$ in such a way that the boundary term at $y=0$ vanishes; it turns out to be sufficient to ensure that the contour for $G_{2}$ and $G_{3}$ approaches the origin along the positive imaginary axis, while that for $G_{1}$ and $G_{4}$ approaches it along the negative imaginary axis. Such deformations are allowed if the $G_{i}$ are analytic in the cut plane; and we can show that this is the case.

After this adjustment, Eqs. (3.7)-(3.9) constitute a nonlinear integral equation without derivatives. It is eminently suited to an existence proof by means of the contraction mapping (Banach) principle. As usual, the integration interval ( $0, x$ ) is transformed to $(0, \infty)$; and one finally proves
that a unique solution $G(x)$ exists, that is analytic in a halfcircle in the right half-plane and in a curved region in the left half-plane (see Fig. 1). It is most significant that this curved region crosses the cut ( $-\infty, 0$ ) and penetrates the second Riemann sheet. Thus the infrared singularity is certainly not the accumulation point of first-sheet complex branch points (as it was in I and II). Further details can be found in Ref. 6.
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#### Abstract

The self-energy operator for an electron in an external Coulomb potential is investigated analytically using a mass eigenfunction expansion concept reported earlier. Contour integration techniques in the complex $m^{2}$ plane are used to combine bound state and continuum contributions into a single integral. The result is a relatively simple integral representation for the mass operator. Only terms ignoring the "shift correction" are considered in this preliminary study. A transformation to a basis of relativistic Coulomb Sturmian functions exhibits the $Z \alpha$ dependence of the integrand in a strikingly simple way. The entire investigation is set in the framework of the "scalar formalism" for quantum electrodynamics investigated earlier by a number of authors and based on the "second-order" Dirac equation, $\left\{\Pi \cdot(1+i \sigma) \cdot \Pi+m^{2}\right\} \Phi=0$, where $\Phi$ is a $2 \times 1$ Pauli spinor.


## I. INTRODUCTION

A mass eigenfunction expansion concept reported earlier ${ }^{1}$ is applied in an analytical investigation of the mass operator for an electron in an external Coulomb potential. The investigation is geared toward a future calculation of the Lamb shift, obtained from the mass operator by taking the expectation value in an unperturbed state. It is this application that gives the results presented here their physical interest. In addition, the application illustrated here of the mass eigenfunction expansion and the relativistic Coulomb Sturmian basis may provide a guide for other relativistic perturbation calculations, for example for positronium calculations.

All calculations are set in the framework of a "scalar formalism" for quantum electrodynamics (QED) investigated earlier by a number of authors. ${ }^{2-13}$ The scalar formalism for QED is based on the "second-order" Dirac equation ${ }^{14}$

$$
\begin{align*}
& \left\{\Pi \cdot(1+i \sigma) \cdot \Pi+m^{2}\right\} \Phi=0 \\
& \Pi \equiv-i \partial_{\mu}-e A_{\mu} \tag{1.1}
\end{align*}
$$

in which $\Phi$ is a $2 \times 1$ Pauli spinor, and $\sigma$ is the Lorentz spin tensor

$$
\sigma_{\mu \nu} \equiv\left[\begin{array}{rrr|r}
0 & \sigma_{3} & -\sigma_{2} & \sigma_{1}  \tag{1.2}\\
-\sigma_{3} & 0 & \sigma_{1} & \sigma_{2} \\
\sigma_{2} & -\sigma_{1} & 0 & \sigma_{3} \\
\hline-\sigma_{1} & -\sigma_{2} & -\sigma_{3} & 0
\end{array}\right]
$$

where $\sigma_{1,2,3}$ denote the ordinary $2 \times 2$ Pauli spin matrices. The use of Eq. (1.1) instead of the usual linear Dirac equation to describe the electron brings out a close similarity between the quantum theory of a spin-1 $\frac{1}{2}$ particle and the quantum theory of a simple scalar particle. Together with the small dimension of the matrices involved this suggests that calculations with the scalar formalism could lead to some simplification compared to the use of the linear Dirac equation. For example a positronium wave function in the scalar formalism is a $2 \times 2$ matrix as opposed to a $4 \times 4$ matrix in conventional quantum electrodynamics.

The form of the second-order Dirac equation, Eq. (1.1), suggests the possibility of viewing that equation as an eigenvalue equation for a "mass operator"

$$
\begin{equation*}
\Lambda \equiv-\Pi \cdot(1+i \sigma) \cdot \Pi \tag{1.3}
\end{equation*}
$$

To be a useful concept $\Lambda$ should in some sense be self-adjoint and have a complete orthogonal set of eigenfunctions. Such an eigenvalue problem has been investigated before in Ref. 1. There it has been shown that $\Lambda$ is self-adjoint with respect to the not positive definite inner product

$$
\begin{equation*}
\left(\Phi_{B} ; \Phi_{A}\right) \equiv \int d^{4} x \bar{\Phi}_{B} \Phi_{A} \tag{1.4}
\end{equation*}
$$

in which

$$
\begin{equation*}
\bar{\Phi}=\Phi^{\dagger}\left(-i \overleftarrow{\Pi}_{4}-\sigma \cdot \overleftarrow{\Pi}\right) \tag{1.5}
\end{equation*}
$$

denotes the "dual" state associated with $\Phi$. As discussed in Ref. 1, if the inner product (1.4) were positive definite; then all the conditions of the spectral theorem would be met and the existence of a complete orthogonal set of eigenfunctions of $\Lambda$ would be guaranteed. It is shown in Ref. 1 that in the Coulomb case and in some other simple cases a complete orthogonal set of eigenfunctions exists in spite of the lack of positive definiteness. Such an eigenfunction expansion theorem can play a role in relativistic perturbation theory analogous to the role of energy eigenfunction expansions in nonrelativistic perturbation theory.

Mass eigenfunction expansions, the relativistic Kepler problem of the second-order Dirac equation, and the scalar formalism for QED have been treated in detail elsewhere. In the interest of brevity the reader is referred to this earlier work for background material, especially Refs. 1, 11, and 12.

Section II begins with the Feynman integral, Eq. (2.1), for the irreducible electron self-energy graph including the effects of the Coulomb interaction with the nucleus. A notation ${ }^{15}$ is used in which the electron propagator $S_{F}(2,1)$ is visualized as the coordinate space representative of an abstract operator:

$$
S_{F}(2,1) \equiv\langle 2| 1 /\left(\left(-i \partial_{\mu}\right)^{2}+m^{2}\right)|1\rangle
$$

A compact formal expression, Eq. (2.5), for the self-energy
graph ignoring "shift corrections" is obtained by performing the Feynman integrals explicitly. These expressions involve rather complicated operator functions of

$$
\begin{equation*}
\rho \equiv \Lambda / m^{2} \tag{1.6}
\end{equation*}
$$

An example is the function $\ln (1-\rho) / \rho$. Such operator functions of $\rho$ are replaced by corresponding $c$-number expressions by inserting a complete orthogonal set of eigenfunctions of $\Lambda$.

The sum over bound states and integration over continuum states that arise in such an application of the mass eigenfunction expansion theorem are combined into a single integral in Sec. III A by use of contour integration techniques in the complex $\rho^{\prime}$ plane, where $\rho^{\prime}$ denotes the eigenvalue of $\rho$. An example of this is the integral representation [Eq. (3.3) repeated here for convenience]

$$
\left[\frac{\ln (1-\rho)}{\rho}\right]^{\prime}=-\int_{1}^{\infty} \frac{d \rho^{\prime}}{\rho^{\prime}}\left[\frac{1}{\rho^{\prime}-\rho}-\epsilon_{0} \frac{\left|\Phi_{0}\right\rangle\left\langle\bar{\Phi}_{0}\right|}{\rho^{\prime}-1}\right]
$$

This result coupled with the analogous equations (3.4) and (3.5) make possible an integral representation of the mass operator in which $\rho$ appears essentially only through the relativistic Coulomb Green's function $1 /\left(\rho^{\prime}-\rho\right)$. Known representations of the relativistic Coulomb Green's function can thus be brought to bear on the problem. In Sec. III B a further transformation to a $\zeta$ representation is carried out. This transformation is designed to exhibit the $Z \alpha$ dependence of the integrand. This $Z \alpha$ dependence enters the integrand in a strikingly simple way when all is referred to a basis of relativistic Coulomb Sturmian functions. This is done in Sec. IV. The final integral representation of the factor $\ln (1-\rho) / \rho$ is given by Eq. (4.12). The nuclear charge enters the final integrand essentially only through two parameters: the $Z \alpha$ which appears in the "relativistic orbital angular momentum quantum number" $\gamma \equiv\left(\left(J+\frac{1}{2}\right)^{2}\right.$ $\left.-(Z \alpha)^{2}\right)^{1 / 2}$, if $L=J+\frac{1}{2}$, and $\left.\gamma \equiv\left(J+\frac{1}{2}\right)^{2}-(Z \alpha)^{2}\right)^{1 / 2}$ -1 , if $L=J-\frac{1}{2}$; and through a second parameter, $q_{0}$, where $m q_{0}$ corresponds to the classical relativistic electron momentum in the bound state being perturbed,

$$
\begin{equation*}
q_{0}=\frac{Z \alpha /\left(\gamma_{0}+n_{0}\right)}{\left[1+\left(Z \alpha /\left(\gamma_{0}+n_{0}\right)\right)^{2}\right]^{1 / 2}} \tag{1.7}
\end{equation*}
$$

Using the $\zeta$ representation in a Sturmian basis, the integrals corresponding to the individual partial waves can be shown to be analytic functions of $q_{0}$ in the entire complex plane cut along the negative real axis, $-\infty<q_{0} \leqslant 0$. The $\zeta$ representation in the Sturmian basis seems quite suitable for a future numerical evaluation of the Lamb shift. Also, the relatively simple form of the final integral representation in Sec. IV invites further analytical development. The method developed here would bear some resemblance to the earlier Lambshift calculation of Lieber. ${ }^{16}$ However, in contrast to the method of Lieber, the method developed here could be fully relativistic. Other recent work on the Lamb shift that should be mentioned is that of Mohr and of Sapirstein. ${ }^{17}$

## II. PRELIMINARY REDUCTIONS

The scalar formalism for quantum electrodynamics ${ }^{12}$ gives the following expression for the electron self-energy operator $\Sigma$, defined through the equation $S_{F}^{\prime}$ $\equiv 1 /\left(\Pi \cdot(1+i \sigma) \cdot \Pi+m^{2}-\delta\left(m^{2}\right)+\Sigma\right):$

$$
\begin{align*}
\Sigma= & 4 \pi i \alpha \int \frac{d^{4} k}{(2 \pi)^{4}} \frac{1}{k^{2}-i \epsilon} \\
& \times[\Pi \cdot(1+i \sigma)+(1+i \sigma) \cdot(\Pi-k)]_{\mu} \\
& \times\left[(\Pi-k) \cdot(1+i \sigma) \cdot(\Pi-k)+m^{2}-i \epsilon\right]^{-1} \\
& \times[(\Pi-k) \cdot(1+i \sigma)+(1+i \sigma) \cdot \Pi]_{\mu} . \tag{2.1}
\end{align*}
$$

In this equation

$$
\Pi_{4} \equiv i\left(E_{0}+(Z \alpha / r)\right), \quad \vec{\Pi} \equiv-i \nabla-\overrightarrow{e A}
$$

and

$$
E_{0} \equiv m /\left(1+\left(Z \alpha /\left(\gamma_{0}+n_{0}\right)\right)^{2}\right)^{1 / 2}
$$

equals the energy of the level whose level shift will be sought when $\Sigma$ is used in a Lamb-shift calculation. Using the Feynman denominator combining equations in a standard way gives

$$
\begin{align*}
\Sigma= & 4 \pi i \alpha \int \frac{d^{4} k}{(2 \pi)^{4}} \int_{0}^{1} d \lambda[\Pi \cdot(2-\lambda(1-i \sigma))-(k-\lambda \Pi) \cdot(1-i \sigma)] \\
& \times\left\{\left[(k-\lambda \Pi) \cdot(1+i \sigma) \cdot(k-\lambda \Pi)-\lambda(1-\lambda) \Lambda+\lambda m^{2}\right]^{2}\right\}^{-1} \\
& \times[-(1-i \sigma) \cdot(k-\lambda \Pi)+(2-\lambda(1-i \sigma)) \cdot \Pi] \tag{2.2}
\end{align*}
$$

In this equation $\Lambda$ is the operator of Eq. (1.3). In order to obtain closed analytic expressions to work with, an expansion in "shift corrections" is carried out as in the paper of Erickson and Yennie. ${ }^{18}$ Accordingly, $\Sigma$ is written $\Sigma=\Sigma_{0}+R_{0}$, where

$$
\begin{align*}
\Sigma_{0}= & 4 \pi i \alpha \int \frac{d^{4} k}{(2 \pi)^{4}} \int_{0}^{1} d \lambda[\Pi \cdot(2-\lambda(1-i \sigma))-k \cdot(1-i \sigma)] \\
& \times\left[k^{2}-\lambda(1-\lambda) \Lambda+\lambda m^{2}\right]^{-2}[-(1-i \sigma) \cdot k+(2-\lambda(1-i \sigma)) \cdot \Pi] \tag{2.3}
\end{align*}
$$

and

$$
\begin{align*}
R_{0}= & 4 \pi i \alpha \int \frac{d^{4} k}{(2 \pi)^{4}} \int_{0}^{1} d \lambda \int_{0}^{1} d \xi \frac{\partial}{\partial \xi}[\Pi \cdot(2-\lambda(1-i \sigma))-(k-\xi \lambda \Pi) \cdot(1-i \sigma)] \\
& \times\left[(k-\xi \lambda \Pi) \cdot(1+i \sigma) \cdot(k-\xi \lambda \Pi)-\lambda(1-\lambda) \Lambda+\lambda m^{2}\right]^{-2} \\
& \times[-(1-i \sigma) \cdot(k-\xi \lambda \Pi)+(2-\lambda(1-i \sigma)) \cdot \Pi] \tag{2.4}
\end{align*}
$$

In this preliminary study only the zero-order term $\Sigma_{0}$ is considered. Standard Feynman techniques can be applied to evaluate
the integral (2.3), with renormalization carried out as in scalar electrodynamics. ${ }^{19,20}$ It has been convenient to use an intermediate renormalization, with subtraction point $p_{\mu} p_{\mu}=0$. The result is

$$
\begin{align*}
\Sigma_{0}= & \frac{-\alpha}{4 \pi}\left[4 \Pi \cdot(1-\rho) \frac{\ln (1-\rho)}{\rho} \cdot \Pi+\Pi \cdot(1-\rho) \frac{(1-\rho) \ln (1-\rho)+\rho}{\rho^{2}}(1-i \sigma) \cdot \Pi\right. \\
& +\Pi \cdot(1-i \sigma) \frac{(1-\rho) \ln (1-\rho)+\rho}{\rho^{2}}(1-\rho) \cdot \Pi \\
& +\frac{1}{3} \Pi \cdot(1-i \sigma)(1-\rho) \frac{(1-\rho)^{2} \ln (1-\rho)+\rho-\frac{3}{2} \rho^{2}}{\rho^{3}}(1-i \sigma) \cdot \Pi \\
& +\frac{1}{12}(1-i \sigma)_{\mu \nu} m^{2} \rho(1-\rho) \frac{(1-\rho)^{2} \ln (1-\rho)+\rho-\frac{3}{2} \rho^{2}}{\rho^{3}}(1-i \sigma)_{\nu \mu} \\
& \left.-\frac{1}{36}(1-i \sigma)_{\mu \nu} m^{2}(1-\rho)(1-i \sigma)_{\nu \mu}+\frac{31}{9} m^{2}(1-\rho)-3 m^{2}+\frac{11}{9} e \sigma_{\mu \nu} F_{\mu \nu}\right] . \tag{2.5}
\end{align*}
$$

No special effort has been made to exhibit the explicit factor of $(Z \alpha)^{4}$ known to appear in the lowest non-zero-order terms contributing to the Lamb shift. ${ }^{21}$ That factors of $Z \alpha$ are implicit in expression (2.5) when used in a Lamb-shift calculation is evidenced by the factors ( $1-\rho$ ), which can be converted into commutators after forming the expectation value in the unperturbed state $\left|\Phi_{0}\right\rangle$ : the identities $\left\langle\bar{\Phi}_{0}\right| O(1-\rho)=\left\langle\bar{\Phi}_{0}\right|[\rho ; O], \quad$ and $\quad(1-\rho) O\left|\Phi_{0}\right\rangle$ $=-[\rho ; O]\left|\Phi_{0}\right\rangle$, are a result of $\left|\Phi_{0}\right\rangle$ being an eigenstate of $\rho$ with eigenvalue 1 .

The Lamb shift may now be calculated in principle by inserting a complete set of mass eigenfunctions and taking the expectation value of Eq. (2.5). All expressions in Eq. (2.5) involving the operator $\rho$ in complicated forms thereby become just $c$-number expressions. Equations for implementing such a program in a Sturmian representation are given in the Appendix. However, the further reductions to be carried out in Secs. III and IV are expected to lead to a more efficient Lamb-shift calculation.

## III. INTEGRAL REPRESENTATIONS OF THE MASS OPERATOR

## A. Analytic continuation in $\boldsymbol{m}^{\mathbf{2}}$

A direct use as described above of the mass eigenfunction expansion to evaluate the expectation value of Eq. (2.5) would entail summation over bound state eigenvalues $\rho^{\prime}=\left(E_{0} / m\right)^{2}\left(1+(Z \alpha /(\gamma+n))^{2}\right)$ and integration over continuum state eigenvalues $\rho^{\prime}=\left(E_{0} / m\right)^{2}-(p / m)^{2}$, $0<p<\infty$ (see Ref. 1 for the derivation of this spectrum). Next, a method of combining these two types of contributions into a single integral will be described. This method involves applying the Cauchy integral formula to the operator structures $\ln (1-\rho) / \rho$, etc. appearing in Eq. (2.5). First note that the function $\ln \left(1-\rho^{\prime}\right) / \rho^{\prime}$ of the $c$-number variable $\rho^{\prime}$ has a removable singularity at $\rho^{\prime}=0$. Accordingly, $\ln \left(1-\rho^{\prime}\right) / \rho^{\prime}$ is analytic and single valued in the entire complex plane cut along the segment $1 \leqslant \rho^{\prime}<\infty$. Figure 1 shows this cut. The bound state eigenvalues of $\rho$ are indicated by the dots in Fig. 1. The continuous spectrum of $\rho$ is at the same time a branch cut for the function $\eta \equiv-i p$,
$p \equiv\left(\left(E_{0}\right)^{2}-m^{2} \rho^{\prime}\right)^{1 / 2}$. This is the other cut in Fig. 1. Feynman boundary conditions are implemented as usual by assuming that $m^{2}$ has a small negative imaginary part. This small negative imaginary part places any bound state eigenvalues of $\rho$ that lie on the segment $1 \leqslant \rho^{\prime}<\infty$ at an infinitesimal distance above the cut. Although only $\ln (1-\rho) / \rho$ will be treated explicitly, the same can be done for the other two types of functions, $((1-\rho) \ln (1-\rho)+\rho) / \rho^{2}$ and $\left((1-\rho)^{2} \ln (1-\rho)+\rho-\frac{3}{2} \rho^{2}\right) / \rho^{3}$, which appear in Eq. (2.5). The Cauchy integral formula is applied on an eigenvalue by eigenvalue basis. If $\rho^{\prime \prime}$ is one of the bound state eigenvalues other than $\rho^{\prime \prime}=1$, then
$\frac{\ln \left(1-\rho^{\prime \prime}\right)}{\rho^{\prime \prime}}=\frac{1}{2 \pi i} \oint_{C} d \rho^{\prime} \frac{\ln \left(1-\rho^{\prime}\right)}{\rho^{\prime}} \frac{1}{\left(\rho^{\prime}-\rho^{\prime \prime}\right)}$.
The integration contour, $C$, has been chosen to consist of a union of counterclockwise loops encircling all bound state eigenvalues of $\rho$, except for the eigenvalue $\rho^{\prime}=1$. With this way of choosing $C$, Eq. (3.1) remains valid for the same $C$ when other bound state eigenvalues not equal to 1 are substituted for $\rho^{\prime \prime}$. Then when Eq. (3.1) is multiplied on both sides


FIG. 1. Complex $\rho^{\prime}$ plane where $\rho^{\prime}$, corresponding to an eigenvalue of the operator $\rho \equiv-\Pi \cdot(1+i \sigma) \cdot \Pi / m^{2}$, is the dimensionless virtual mass squared of the electron. The branch cut $1 \leqslant \rho^{\prime}<\infty$ belongs to the function $\ln \left(1-\rho^{\prime}\right) / \rho^{\prime}$. The other singular points are the singularities of the Coulomb Green's function $1 /\left(\rho^{\prime}-\rho\right)$ regarded as a function of $\rho^{\prime}$ while holding the energy fixed and equal to the energy $E_{0}$ of the unperturbed state.
by the projection operator ${ }^{1} \epsilon_{\rho^{*}}\left|\Phi_{\rho^{*}}\right\rangle\left\langle\bar{\Phi}_{\rho^{*}}\right|$ and summed on bound states the summation is independent of $C$ and can be taken under the integral sign. For an operator $\rho$ with a discrete eigenvalue spectrum only, this sum forms on the lefthand side of Eq. (3.1) the spectral representation of $\ln (1-\rho) / \rho$. At the same time, the spectral representation of the Coulomb Green's function, $1 /\left(\rho^{\prime}-\rho\right)$, is built up under the integral sign on the right-hand side of Eq. (3.1). Of course, the operators lack the term in the spectral representation corresponding to the eigenvalue $\rho^{\prime}=1$, a fact that is signaled by a prime notation. The result is the identity

$$
\begin{align*}
{\left[\frac{\ln (1-\rho)}{\rho}\right]^{\prime}=} & \frac{1}{2 \pi i} \oint_{C} d \rho^{\prime} \frac{\ln \left(1-\rho^{\prime}\right)}{\rho^{\prime}} \\
& \times\left[\frac{1}{\rho^{\prime}-\rho}-\epsilon_{0} \frac{\left|\Phi_{0}\right\rangle\left\langle\Phi_{0}\right|}{\rho^{\prime}-1}\right] \tag{3.2}
\end{align*}
$$

in which again the subscript 0 is used to refer to the state being perturbed. In view of the factors $(1-\rho)$ in Eq. (2.5), only the primed form of the operators contribute in Eq. (2.5). Since the operator $\rho$ in the Kepler case does not have a bound state spectrum only, Eq. (3.2) requires a more careful proof. The result of a more careful study is that Eq. (3.2) holds also in the Coulomb case provided that to the contour $C$ is added a loop encircling the continuous spectrum in the counterclockwise sense. But the combined effect of encircling all bound state eigenvalues counterclockwise and encircling the continuous spectrum counterclockwise is to encircle the branch cut $1 \leqslant \rho^{\prime}<\infty$ associated with $\rho^{\prime}=1$ in the clockwise sense. This assumes sufficiently rapid vanishing of the function $\ln \left(1-\rho^{\prime}\right) /\left(\rho^{\prime}\left(\rho^{\prime}-\rho^{\prime \prime}\right)\right)$ at $\rho^{\prime}=\infty$. Next, the integral around the cut attached to $\rho^{\prime}=1$ is reduced to a simple real integral involving the discontinuity across the cut. This leads to the integral representation

$$
\begin{equation*}
\left[\frac{\ln (1-\rho)}{\rho}\right]^{\prime}=-\int_{1}^{\infty} \frac{d \rho^{\prime}}{\rho^{\prime}}\left[\frac{1}{\rho^{\prime}-\rho}-\epsilon_{0} \frac{\left|\Phi_{0}\right\rangle\left\langle\bar{\Phi}_{0}\right|}{\rho^{\prime}-1}\right] \tag{3.3}
\end{equation*}
$$

Analogous simple formal representations can be written for the other functions $((1-\rho) \ln (1-\rho)+\rho) / \rho^{2}$ and $\left((1-\rho)^{2} \ln (1-\rho)+\rho-\frac{3}{2} \rho^{2}\right) / \rho^{3}$, which appear in Eq. (2.5):

$$
\begin{align*}
& {\left[\frac{(1-\rho) \ln (1-\rho)+\rho}{\rho^{2}}\right]^{\prime}} \\
& \quad=-\int_{1}^{\infty} d \rho^{\prime} \frac{\left(1-\rho^{\prime}\right)}{\left(\rho^{\prime}\right)^{2}}\left[\frac{1}{\rho^{\prime}-\rho}-\epsilon_{0} \frac{\left|\Phi_{0}\right\rangle\left\langle\bar{\Phi}_{0}\right|}{\rho^{\prime}-1}\right] \\
& {\left[\frac{(1-\rho)^{2} \ln (1-\rho)+\rho-\frac{3}{2} \rho^{2}}{\rho^{3}}\right]^{\prime}}  \tag{3.4}\\
& \quad=-\int_{1}^{\infty} d \rho^{\prime} \frac{\left(1-\rho^{\prime}\right)^{2}}{\left(\rho^{\prime}\right)^{3}}\left[\frac{1}{\rho^{\prime}-\rho}-\epsilon_{0} \frac{\left|\Phi_{0}\right\rangle\left\langle\bar{\Phi}_{0}\right|}{\rho^{\prime}-1}\right] \tag{3.5}
\end{align*}
$$

These complicated operator structures are thereby expressed in terms of the relatively simple relativistic Coulomb Green's function, $1 /\left(\rho^{\prime}-\rho\right)$. There is an explicit subtraction in Eqs. (3.3)-(3.5) for the bound state with $\rho^{\prime}=1$ at the branch point, and this subtraction renders the integrals convergent at the lower limit $\rho^{\prime}=1$. For other bound states occurring in the integration region $1 \leqslant \rho^{\prime}<\infty$, the integral is
interpreted in accordance with the requirement that the pole shall lie infinitesimally above the cut, as discussed earlier.

## B. $\zeta$ representation

Equation (2.5) for $\Sigma_{0}$ is quite general and the integral representations (3.3)-(3.5) are expected to be applicable to other external potential problems in addition to the Coulomb problem. This section is specialized to the specific case of the Coulomb problem and a change of variables is made in order to eventually exhibit the $Z \alpha$ dependence of the integrands (3.3)-(3.5).

The change of variables needed to exhibit the $Z \alpha$ dependence of the integrands maps the $\rho^{\prime}$ plane onto the $\zeta$ plane, where

$$
\begin{align*}
& \zeta \equiv 2 \eta_{0} /\left(\eta+\eta_{0}\right)  \tag{3.6}\\
& m^{2} \rho^{\prime} \equiv\left(E_{0}\right)^{2}+\eta^{2} \tag{3.7}
\end{align*}
$$

In these equations $\eta_{0}$ corresponds to the classical momentum of the electron in the bound state with energy $E_{0}$ : $\eta_{0}=m q_{0}$, where $q_{0}$ is the parameter (1.7). Solving for $\rho^{\prime}$ as a function of $\zeta$, one first finds

$$
\begin{equation*}
\rho^{\prime}=\left[4\left(q_{0}\right)^{2}-4\left(q_{0}\right)^{2} \zeta+\zeta^{2}\right] / \zeta^{2} \tag{3.8}
\end{equation*}
$$

and then

$$
\begin{align*}
{\left[\frac{\ln (1-\rho)}{\rho}\right]^{\prime}=} & -\int_{0}^{1} \frac{d \zeta(2-\zeta)}{\zeta} \frac{4\left(q_{0}\right)^{2}}{4\left(q_{0}\right)^{2}-4\left(q_{0}\right)^{2} \zeta+\zeta^{2}} \\
& \times\left[\frac{1}{\rho^{\prime}-\rho}-\epsilon_{0} \frac{\left|\Phi_{0}\right\rangle\left\langle\bar{\Phi}_{0}\right|}{\rho^{\prime}-1}\right] \tag{3.9}
\end{align*}
$$

The $\zeta$ forms for the other operator structures appearing in Eq. (2.5) are

$$
\begin{align*}
& {\left[\frac{(1-\rho) \ln (1-\rho)+\rho}{\rho^{2}}\right]^{\prime}} \\
& \quad=\int_{0}^{1} d \zeta \frac{(2-\zeta)(1-\zeta)}{\zeta}\left[\frac{4\left(q_{0}\right)^{2}}{4\left(q_{0}\right)^{2}-4\left(q_{0}\right)^{2} \zeta+\zeta^{2}}\right]^{2} \\
& \quad \times\left[\frac{1}{\rho^{\prime}-\rho}-\epsilon_{0} \frac{\left|\Phi_{0}\right\rangle\left\langle\Phi_{0}\right|}{\rho^{\prime}-1}\right] \tag{3.10}
\end{align*}
$$

$$
\left.\begin{array}{rl}
{\left[\frac{(1-\rho)^{2} \ln (1-\rho)+\rho-\frac{3}{2} \rho^{2}}{\rho^{3}}\right.}
\end{array}\right] .
$$

The entire $\rho^{\prime}$ plane maps into the interior of the unit circle $|\xi-1|=1$. This is shown in Fig. 2. The cut $1 \leqslant \rho^{\prime}<\infty$ maps into the cut $0<\zeta \leqslant 1$ in Fig. 2 with branch point $\zeta=1$. Any bound state eigenvalues of $\rho$ having $\zeta$ values in the integration region $0<\zeta<1$ are here to be placed at an infinitesimal distance below the cut. The cut $-\infty<\rho^{\prime} \leqslant\left(E_{0} / m\right)^{2}$ in Fig. 1 for the continuous spectrum maps onto the boundary of the circle $|\zeta-1|=1$, with points above the cut going to the lower semicircle and points below the cut $-\infty<\rho^{\prime} \leqslant\left(E_{0}\right)$


FIG. 2. This is Fig. 1 mapped into the complex $\zeta$ plane, where $\zeta \equiv 2 \eta_{0}$ ' $\left(\eta+\eta_{0}\right)$. The entire $\rho^{\prime}$ plane maps into the interior of the unit circle $|\zeta-1|=1$. See the discussion following Eq. (3.11). The parameter $i \eta \equiv\left(\left(E_{0}\right)^{2}-m^{2} \rho^{\prime}\right)^{1 / 2}$ is the wave number of the electron; $i \eta_{0}$ $=\left(\left(E_{0}\right)^{2}-m^{2}\right)^{1 / 2}$ is the wave number in the unperturbed state of energy $E_{0}$.
$m)^{2}$ going to the upper semicircle. The points $\zeta_{p}$ and $\zeta_{p}^{*}$ in Fig. 2 are the two poles of the denominators $\left(4\left(q_{0}\right)^{2}-4\left(q_{0}\right)^{2} \xi+\zeta^{2}\right)$ which appear in the integral representations (3.9)-(3.11),

$$
\begin{align*}
& \zeta_{p} \equiv 2 q_{0}\left(q_{0}+i\left(1-\left(q_{0}\right)^{2}\right)^{1 / 2}\right),  \tag{3.12}\\
& \zeta_{P}^{*} \equiv 2 q_{0}\left(q_{0}+i\left(1-\left(q_{0}\right)^{2}\right)^{1 / 2}\right) \tag{3.13}
\end{align*}
$$

It is an easy calculation to verify that the poles (3.12) and (3.13) lie at the intersection of the two circles $|\xi|=2 q_{0}$ and $|\xi-1|=1$.

## IV. COULOMB STURMIAN BASIS

## A. Survey of earlier work

A discrete expansion of the nonrelativistic Coulomb Green's function has been known for some time. The momentum space form of such an expansion was obtained by Schwinger, ${ }^{22}$ who exploited the $O(4)$ invariance of the nonrelativistic Kepler problem. The coordinate space analog of Schwinger's nonrelativistic result has been discussed using a coupling constant eigenfunction concept. ${ }^{23}$ Subsequently, ${ }^{11}$ the same coupling constant eigenfunction concept was found to lead to a discrete expansion also for the Coulomb Green's function of the second-order Dirac equation, Eq. (1.1). Parallel results, referred to as "Sturmian" expansions, have been obtained ${ }^{24-28}$ for the Coulomb Green's function of the conventional linear Dirac equation, to which Eq. (1.1) is equivalent.

Derivations of the following equations can be motivated by the coupling constant eigenfunction concept mentioned above, but for present purposes a purely mathematical treat-
ment seems best. Let $E>0$ and $\eta>0$ be two arbitrary real parameters, for the moment assumed to be quite independent. The operator

$$
\begin{align*}
O \equiv & {\left[\frac{r}{2 E}\right]^{1 / 2}\left[-\frac{1}{r^{2}} \frac{\partial}{\partial r} r^{2} \frac{\partial}{\partial r}+\eta^{2}\right.} \\
& \left.-\frac{1-(2 \gamma+1)^{2}}{4 r^{2}}\right]\left[\frac{r}{2 E}\right]^{1 / 2} \tag{4.1}
\end{align*}
$$

is a self-adjoint operator on the Hilbert space of spinor functions $\Phi(\vec{r})$. In Eq. (4.1) $\gamma$ can be viewed as a self-adjoint operator operating only on spinor and angular degrees of freedom and having the eigenvalues

$$
\gamma=\left(\left(J+\frac{1}{2}\right)^{2}-(Z \alpha)^{2}\right)^{1 / 2}, \quad \text { if } L=J+\frac{1}{2},
$$

and

$$
\gamma=\left(\left(J=\frac{1}{2}\right)^{2}-(Z \alpha)^{2}\right)^{1 / 2}-1, \quad \text { if } L=J-\frac{1}{2} .
$$

The corresponding eigenfunctions are proportional to the spinor spherical harmonics, $Y_{L J M}(\hat{r})$. The eigenfunctions of $O$ are found to form a discrete set. These eigenfunctions are denoted by $|\eta, A\rangle$ where the shorthand notation $A$ is used to signify the complete set of quantum numbers $\{n, L, J, M\}$, $n=1,2,3, \ldots$. The explicit expressions for the eigenfunctions are independent of $E$ :

$$
\begin{align*}
\langle\vec{r} \mid \eta, A\rangle= & R_{\eta, n \gamma}(r) Y_{L J M}(\hat{r})  \tag{4.2}\\
R_{\eta, n \gamma}(r)= & (2 \eta)^{3 / 2}\left[\frac{(n-1)!}{(n+2 \gamma)!}\right]^{1 / 2} \\
& \times(2 \eta r)^{\gamma-1 / 2} e^{-\eta r} L_{n-1}^{2 \gamma+1}(2 \eta r) \tag{4.3}
\end{align*}
$$

The corresponding eigenvalues of $O$ are $O^{\prime}=(\gamma+n) \eta / E$. Physically, the eigenvalues are the requisite values of the coupling constant $Z \alpha$ needed to produce a Coulomb bound state of type $\gamma, n$ when the parameters $E, \eta$ have preassigned values.

The orthogonality and completeness relations for the eigenfunctions are

$$
\begin{equation*}
\langle\eta, B \mid \eta, A\rangle=\int d^{3} r\langle\eta, B \mid \vec{r}\rangle\langle\vec{r} \mid \eta, A\rangle=\delta_{A, B} \tag{4.4}
\end{equation*}
$$

and

$$
\begin{equation*}
\Sigma_{A}|\eta, A\rangle\langle\eta, A|=1 . \tag{4.5}
\end{equation*}
$$

In this paper the Sturmian basis set (4.3) is used sometimes with one, sometimes with another, value of $\eta$. On the other hand, the parameter $E$ always has the same value

$$
\begin{equation*}
E=E_{0}=\frac{m}{\left[1+\left(Z \alpha /\left(\gamma_{0}+n_{0}\right)\right)^{2}\right]^{1 / 2}}, \tag{4.6}
\end{equation*}
$$

where $E_{0}, \gamma_{0}$, and $n_{0}$ refer to the level whose Lamb shift is to be sought.

An important result for applications is the overlap integral

$$
\begin{aligned}
& \left\langle\eta_{0}, j \gamma\right||\eta, n \gamma\rangle \\
& \equiv \equiv \int_{0}^{\infty} r^{2} d r R_{\eta_{0}, j r}^{*}(r) R_{\eta, n \gamma}(r) \\
& = \\
& =(-1)^{n-1}\left[\frac{\left(n_{>}+2 \gamma\right)!}{\left(n_{>}-1\right)!} \frac{\left(n_{<}+2 \gamma\right)!}{\left(n_{<}-1\right)!}\right]^{1 / 2} \\
& \\
& \quad \times \frac{\left(2 \zeta-\zeta^{2}\right)^{\gamma+1}}{(2 \gamma+1)!}(1-\xi)^{n_{>}-n_{<}}
\end{aligned}
$$

$$
\begin{align*}
& \times_{2} F_{1}\left(-\left(n_{<}-1\right), 2 \gamma+1+n_{>}, 2 \gamma+2 ; 2 \zeta-\zeta^{2}\right) \\
& n_{>}=\max (j, n), \quad n_{<}=\min (j, n) \\
& \zeta=2 \eta_{0} /\left(\eta+\eta_{0}\right) \tag{4.7}
\end{align*}
$$

between eigenstates belonging to two different basis sets associated with different values of $\eta$. The hypergeometric function in Eq. (4.7) is a polynomial which could be expressed in terms of the Jacobi polynomial.

## B. Sturmian representation of the relativistic Coulomb Green's function

For notational convenience a square bracket, [ ], notation shall signify matrix representatives with respect to the Sturmian basis (4.3). For example [ $|\Phi\rangle$ ] shall represent the infinite column matrix with matrix elements $[|\Phi\rangle]_{A} \equiv\left\langle\eta_{0}, A \mid \Phi\right\rangle$, and $[\rho]$ shall represent the infinite square matrix whose matrix elements are $[\rho]_{A B} \equiv\left\langle\eta_{0}, A\right| \rho\left|\eta_{0}, B\right\rangle$. The next goal will be to obtain the Coulomb Green's function $1 /\left(\rho^{\prime}-\rho\right)$ relative to the Sturmian basis. This calculation begins as follows:

$$
\begin{aligned}
& \frac{1}{\rho^{\prime}-\rho}=\frac{1}{\rho^{\prime}-\left(-\Pi \cdot(1+i \sigma) \cdot \Pi / m^{2}\right)}=\frac{m^{2}}{D} \\
& D=\left(m^{2} \rho^{\prime}+\Pi \cdot(1+i \sigma) \cdot \Pi\right) \\
& =m^{2} \rho^{\prime}-\left(E_{0}\right)^{2}-\nabla^{2}-\frac{2 E_{0} Z \alpha}{r} \\
& \quad-\frac{(Z \alpha)^{2}+i Z \alpha \vec{\sigma} \cdot \hat{r}}{r^{2}} \\
& =\eta^{2}-\nabla^{2}-\frac{2 E_{0} Z \alpha}{r}-\frac{(Z \alpha)^{2}+i Z \alpha \vec{\sigma} \cdot \hat{r}}{r^{2}} \\
& \eta^{2} \equiv m^{2} \rho^{\prime}-\left(E_{0}\right)^{2} .
\end{aligned}
$$

At this point one can just follow Ref. 11 and find

$$
\begin{aligned}
& D=S\left(\frac{2 E_{0}}{r}\right)^{1 / 2}(O-Z \alpha)\left(\frac{2 E_{0}}{r}\right)^{1 / 2} S^{-1} \\
& \frac{1}{\rho^{\prime}-\rho}=m^{2} S\left(\frac{r}{2 E_{0}}\right)^{1 / 2} \frac{1}{(O-Z \alpha)}\left(\frac{r}{2 E_{0}}\right)^{1 / 2} S^{-1}
\end{aligned}
$$

where $O$ is the operator (4.1). Inserting a complete set of eigenfunctions of $O$ leads to

$$
\begin{align*}
\frac{1}{\rho^{\prime}-\rho}= & m^{2} S\left(\frac{r}{2 E_{0}}\right)^{1 / 2} \\
& \times \Sigma_{A} \frac{|\eta, A\rangle\langle\eta, A|}{(\gamma+n)\left(\eta / E_{0}\right)-Z \alpha}\left(\frac{r}{2 E_{0}}\right)^{1 / 2} S^{-1} \tag{4.8}
\end{align*}
$$

This is the result of Ref. 11 except that here $\eta$ has the value $\eta \equiv\left(m^{2} \rho^{\prime}-\left(E_{0}\right)^{2}\right)^{1 / 2}$, as appropriate for use in Sec. III. In Eq. (4.8) $S=\cosh (\theta / 2)+i \vec{\sigma} \cdot \hat{r} \sinh (\theta / 2), \theta$ $=\tanh ^{-1}(Z \alpha /(\vec{\sigma} \cdot \vec{L}+1))$, is the analog of an operator introduced by Biedenharn, ${ }^{29}$ and by Martin and Glauber ${ }^{30}$ to simplify the Kepler problem of the linear Dirac equation. A final transformation involves taking matrix elements of Eq. (4.8) with respect to the Sturmian basis (4.3) and going over to a description in terms of the parameter $\zeta=2 \eta_{0}$ / ( $\eta+\eta_{0}$ ). For this the relations

$$
\begin{equation*}
m q_{0} / E_{0}=Z \alpha /\left(\gamma_{0}+n_{0}\right) \tag{4.9}
\end{equation*}
$$

and

$$
\eta=m q_{0}(2-\zeta) / \zeta
$$

are needed. The result of these changes is

$$
\begin{align*}
\frac{1}{\rho^{\prime}-[\rho]}= & \frac{1}{4\left(q_{0}\right)^{2}}[S]\left[r^{\prime}\right]^{1 / 2} \\
& \times \Sigma_{A} \frac{\zeta[|\eta, A\rangle][\langle\eta, A|]}{2(\gamma+n)-\zeta\left(\gamma+n+\gamma_{0}+n_{0}\right)} \\
& \times\left[r^{\prime}\right]^{1 / 2}[S]^{-1}, \tag{4.10}
\end{align*}
$$

in which $\vec{f} \equiv 2 m q_{0} \vec{F}$ is a dimensionless coordinate vector. Relatively simple expressions for the matrix elements [ $|\eta, A\rangle$ ] and $[\langle\eta, A|]$ are provided by the overlap integrals (4.7). The matrix elements [ $|\eta, A\rangle$ ] and [ $\langle\eta, A|$ ] are seen to depend to $Z \alpha$ only through the parameter $\gamma$. If the second term in the factor $\left\{\left(1 /\left(\rho^{\prime}-\rho\right)\right)-\epsilon_{0}\left|\Phi_{0}\right\rangle\left\langle\bar{\Phi}_{0}\right| /\left(\rho^{\prime}-1\right)\right\}$ entering the integrals (3.9)-(3.11) is also transformed to the Sturmian basis the result is the identity ${ }^{31}$

$$
\begin{align*}
& \left(\frac { 1 } { \rho ^ { \prime } - } \left[\begin{array}{l}
\rho] \\
\\
\quad=\frac{[S]\left[{r^{\prime}}_{0} \frac{\left[\left|\Phi_{0}\right\rangle\right]\left[\left\langle\bar{\Phi}_{0}\right|\right]}{\left(\rho^{\prime}-1\right)}\right)}{4\left(q_{0}\right)^{2}}\left(\Sigma_{A} \frac{\zeta[|\eta, A\rangle][\langle\eta, A|]}{2(\gamma+n)-\zeta\left(\gamma+n+\gamma_{0}+n_{0}\right)}\right. \\
\left.\quad-\frac{\zeta^{2}\left[\left|\eta_{0}, 0\right\rangle\right]\left[\left\langle\eta_{0}, 0\right|\right]}{2\left(\gamma_{0}+n_{0}\right)(1-\zeta)}\right)\left[r^{\prime}\right]^{1 / 2}[S]^{-1}
\end{array},\right.\right.
\end{align*}
$$

in which $\left[\left|\eta_{0}, 0\right\rangle\right]$ is the Sturmian representation of the unperturbed state, with matrix elements $\left[\left|\eta_{0}, 0\right\rangle\right]_{A}$ $=\left\langle\eta_{0}, A \mid \eta_{0}, 0\right\rangle \equiv \delta_{A, 0}$. Next Eq. (4.11) is substituted in the integral representations (3.9)-(3.11) to convert them over to the Sturmian basis. The result is

$$
\begin{align*}
& {\left[\frac{\ln (1-[\rho])}{[\rho]}\right]^{\prime}} \\
& \quad=-[S]\left[r^{\prime}\right]^{1 / 2} \int_{0}^{1} \frac{d \zeta(2-\zeta)}{\zeta} \\
& \quad \times \frac{4\left(q_{0}\right)^{2}}{\left(4\left(q_{0}\right)^{2}-4\left(q_{0}\right)^{2} \zeta+\zeta^{2}\right)} \frac{1}{4\left(q_{0}\right)^{2}} \\
& \quad \times\left(\Sigma_{A} \frac{\zeta[|\eta, A\rangle][\langle\eta, A|]}{2(\gamma+n)-\zeta\left(\gamma+n+\gamma_{0}+n_{0}\right)}\right. \\
& \left.\quad-\frac{\zeta^{2}\left[\left|\eta_{0}, 0\right\rangle\right]\left[\left\langle\eta_{0}, 0\right|\right]}{2\left(\gamma_{0}+n_{0}\right)(1-\zeta)}\right)\left[r^{\prime}\right]^{1 / 2}[S]^{-1} \tag{4.12}
\end{align*}
$$

with similar results for the other two integrals (3.10) and (3.11).

Aside from the factors $[S]\left[r^{\prime}\right]^{1 / 2}$ and $[S]^{-1}\left[r^{\prime}\right]^{1 / 2}$ the nuclear charge is seen to appear in the integral representation (4.12) only through the two parameters $q_{0}$ and $\gamma$. The term involving $\Sigma_{A}$ depends on $Z \alpha$ only through $\gamma$, a parameter which differs from the constant $L$ by terms of order ( $Z \alpha)^{2}$. The main $Z \alpha$ dependence of the integrand in Eq. (4.12) enters through the parameter $q_{0}$. But this $q_{0}$ dependence is exhibited explicitly in Eq. (4.12) and consists entirely of the factors $4\left(q_{0}\right)^{2} /\left(4\left(q_{0}\right)^{2}-4\left(q_{0}\right)^{2} \zeta+\zeta^{2}\right)$ and $\left(2 q_{0}\right)^{-2}$. Similar statements hold with regard to the other two integral representations (3.10) and (3.11) in the Sturmian basis. By looking at the singularity structure of the integrands as a function of the complex variable $q_{0}$ holding $\gamma$ fixed, the final integrals (3.9)-(3.11) for each partial wave in the Sturmian basis can be shown to define functions that
are analytic in the complex $q_{0}$ plane except for a branch cut along the negative axis $-\infty<q_{0} \leqslant 0$.

The integral representation (4.12) and analogous representations corresponding to Eqs. (3.10) and (3.11) seem to be a convenient point of departure for a future numerical evaluation of the Lamb shift. In addition, their relatively simple forms invite further analytical study.
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## APPENDIX: STURMIAN REPRESENTATION OF THE MASS EIGENFUNCTIONS

The eigenvalue problem $\Lambda \Phi=\Lambda^{\prime} \Phi, \quad \Lambda \equiv-\Pi \cdot(1$ $+i \sigma) \cdot \Pi$ [see the discussion in Sec. I following Eq. (1.3)] has been investigated in detail in Ref. 1 where the eigenval-
ues and eigenfunctions have been calculated. For the calculation of the Lamb shift described in Sec. II it seems convenient to refer all to a Sturmian basis. The Sturmian representations of the mass eigenfunctions are as follows.

Continuum states: Let the eigenfunctions be written in the form

$$
\left\langle\vec{r} \mid \Phi_{P L J M}\right\rangle=S_{\chi_{p r}}(r) Y_{L J M}(\hat{r})
$$

where

$$
\begin{align*}
\chi_{p \gamma}(r)= & (d p / 2 \pi)^{1 / 2} \Gamma(1+\gamma-i v) e^{\pi v / 2-1} \\
& \times \mathscr{M}_{i v ; \gamma+1 / 2}(-2 i p r) \\
& \nu \equiv E_{0} Z \alpha / p, \quad 0<p<\infty \tag{A1}
\end{align*}
$$

The eigenvalue of $\Lambda$ belonging to the eigenfunction $\left|\Phi_{p L J M}\right\rangle$ is $\Lambda^{\prime}=\left(E_{0}\right)^{2}-p^{2}<\left(E_{0}\right)^{2}$. The operator $\Lambda$ is constructed assuming the physical coupling constant $Z \alpha$ and assuming that the energy has the value $E_{0}$ given by Eq. (4.6). In the following a double bar notation is used to signify the radial part only of the overlap integrals. If the functions $\chi(r) Y_{L J M}(\vec{r})$ are multiplied by $r^{-1 / 2}$, then relatively simple expressions are obtained for their matrix elements with respect to the Sturmian basis, $\left|\eta_{0}, A\right\rangle$. For the continuum states the result is

$$
\begin{align*}
\left\langle\eta_{0}, n \gamma\right|\left|\frac{1}{r^{1 / 2}}\right|\left|\chi_{p \gamma}(r)\right\rangle \equiv & \int_{0}^{\infty} r^{2} d r R_{\eta_{0} n \gamma}^{*}(r) \frac{1}{r^{1 / 2}} \chi_{p \gamma}(r) \\
= & \left(\frac{d p}{2 \pi}\right)^{1 / 2} \frac{(-1)^{n-1} e^{-i \pi(1+\gamma+i v) / 2}}{[(n-1)!(n+2 \gamma)!]^{1 / 2}}\left(\frac{4 \eta_{0} p}{\left(\eta_{0}\right)^{2}+p^{2}}\right)^{\gamma+1}\left(\frac{\eta_{0}-i p}{\eta_{0}+i p}\right)^{n-1-i v} \\
& \times \Gamma(n+\gamma-i v)_{2} F_{1}\left(-(n-1), \gamma+1+i v, 1-n-\gamma+i v ;\left(\frac{\eta_{0}+i p}{\eta_{0}-i p}\right)^{2}\right) \\
& v=E_{0} Z \alpha / p, \quad\left|\arg \left(\eta_{0} \pm i p\right)\right|<\pi / 2 \tag{A2}
\end{align*}
$$

Bound states: The bound state eigenfunctions $|\Phi\rangle$ calculated in Ref. 1 have the form

$$
\langle\vec{r} \mid \Phi\rangle=S \chi_{n \gamma}(r) Y_{L J M}(\vec{r})
$$

where

$$
\begin{equation*}
\chi_{n \gamma}(r)=(\eta r /(n+\gamma))^{1 / 2} R_{\eta, n \gamma}(r), \tag{A3}
\end{equation*}
$$

and $R_{\eta, n \gamma}(r)$ is the Sturmian function (4.3), with

$$
\begin{equation*}
\eta=E_{0} Z \alpha /(n+\gamma) \tag{A4}
\end{equation*}
$$

The matrix representative of $r^{-1 / 2} \chi_{n \gamma}(r)$ with respect to the Sturmian basis $\left|\eta_{0}, A\right\rangle$ is

$$
\begin{align*}
& \left\langle\eta_{0}, j \gamma\right|\left|\frac{1}{r^{1 / 2}}\right|\left|\chi_{n \gamma}(r)\right\rangle \\
& \quad \equiv \int_{0}^{\infty} r^{2} d r R_{\eta_{0}, j r}^{*}(r) \frac{1}{r^{1 / 2}} \chi_{n \gamma}(r) \\
& \quad=\left[\frac{\eta}{(\gamma+n)}\right]^{1 / 2}\left\langle\eta_{0}, j \gamma\right||\eta, n \gamma\rangle \tag{A5}
\end{align*}
$$

where $\left\langle\eta_{0}, j \gamma\right||\eta, n \gamma\rangle$ denotes the overlap integral (4.7).
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#### Abstract

A framework for the momentum-resonance formulation of Lewis and Leach [Ann. Phys. (NY) 164, 47 (1985)] is presented that casts new light into the nature of exact, explicitly time-dependent invariants for one-dimensional, time-dependent potentials and produces additional examples of such invariants. The momentum-resonance formulation postulates that the invariant be a rational function of momentum with simple poles, which are called momentum resonances. It is shown that an invariant of resonance type can be written as a functional of the potential in terms of the solution of a system of linear algebraic equations; and a single necessary and sufficient condition for a potential to admit an invariant of resonance type is obtained. These results are obtained by reformulating the problem in terms of a set of discrete moments that satisfy two separate recursion formulas. Invariants for new timedependent potentials can be obtained and previously known invariants are recovered.


## I. INTRODUCTION

Exact invariants for Hamiltonian systems can be very useful for obtaining insight into the nature of solutions of the equations of motion and they can be helpful in computing solutions numerically. The search for invariants for specific systems has a long history. As an example, we mention the gravitational three-body problem, which is relevant to the motion of celestial bodies and has been studied extensively. ${ }^{1}$ In 1887 Bruns showed that the ten so-called classical integrals of the three-body problem are the only invariants that exist that are algebraic functions of the coordinates, momenta, and time. In 1889 Poincaré showed for the restricted three-body problem that the only explicitly time-independent invariant that is periodic in the coordinates is a quantity known as the Jacobian energy. These important results illustrate that an explicitly time-dependent invariant is likely to be outside the class of algebraic functions and that explicitly time-independent invariants are uncommon, even for autonomous systems.

In the search for exact invariants, attention traditionally has been concentrated on functions that do not depend on time explicitly. Also, the systems considered have usually been autonomous; that is, the Hamiltonians usually have not depended on time explicitly. In this article, we consider the motion of a particle in a one-dimensional potential and allow the invariant as well as the potential to be explicitly time dependent. For an autonomous one-dimensional Hamiltonian system, all invariants that are functionally independent of the energy are explicitly time dependent. For any particular nonautonomous system, it may be that all global invariants are explicitly time dependent. In any event, any complete set of 2 N invariants for an N -dimensional system must include at least one explicitly time-dependent invariant.

The equations of motion for any one-dimensional nonautonomous Hamiltonian system are equivalent to those of a corresponding autonomous two-dimensional Hamiltonian system. Therefore, it is always possible to treat one-dimen-

[^17]sional nonautonomous systems by considering certain twodimensional autonomous systems instead. The two-dimensional Hamiltonian depends linearly on a momentum variable that is associated with the energy of the one-dimensional system. In this regard, it should be noted that invariants derived by Darboux, ${ }^{2}$ Whittaker, ${ }^{1}$ Holt, ${ }^{3}$ Hall, ${ }^{4}$ and others for particle motion in a two-dimensional, time-independent potential cannot be used to obtain invariants for one-dimensional, time-dependent potentials. The reason is that the Hamiltonian for the motion of a particle in a twodimensional, time-independent potential depends quadratically on each momentum variable.

An important area in which explicitly time-dependent invariants for time-dependent potentials play a crucial role is the self-consistent theory of collisionless plasma. ${ }^{5}$ When there is only one spatial dimension, the governing equations, known as the Vlasov-Poisson equations, describe a continuum of particles that move in the electric field generated by the particles themselves. The electric field is to be determined self-consistently along with the motion of the particles. The phase-space distribution function for the particles, which is a solution of the Vlasov equation, is a function of invariants of the motion of a single particle in the electric field. An exact or approximate invariant can be useful in connection with the Vlasov-Poisson equations if it applies to a class of electric fields that approximate the field associated with the exact solution.

Exact invariants for particle motion in classes of onedimensional explicitly time-dependent potentials have been found for both linear and nonlinear equations of motion. For linear, arbitrarily time-dependent oscillators, invariants are known that are homogeneous quadratic forms in the coordinate and momentum. ${ }^{6}$ For nonlinear equations of motion, an exact invariant is known that is quadratic in the momentum when the potential has a certain form that involves an arbitrary function of a time-dependent linear function of the spatial variable. ${ }^{7,8}$ This invariant has been used ${ }^{9}$ to find new exact solutions of the Vlasov-Poisson equations.

In this article we describe an elaboration of the momen-tum-resonance ansatz of Lewis and Leach ${ }^{10}$ to study exact invariants for time-dependent, one-dimensional potentials.

Their ansatz provides a framework for studying invariants admitted by a larger class of time-dependent potentials than was known previously. For a potential that admits an exact invariant of the resonance type, we have shown that the invariant can be constructed as a functional of the potential in terms of the solution of a linear algebraic system of equations. In addition to this linearization theorem, we have found a necessary and sufficient condition for the existence of an invariant with a given number of resonances.

There exist more potentials that admit invariants with two resonances than were previously known and we have found examples of such potentials. ${ }^{11}$ We have also examined the case of three resonances. ${ }^{11}$ We have found examples of potentials that admit three-resonance invariants, but we have not found a generalization of the class of two-resonance cases that involve an arbitrary function of a time-dependent linear function of position.

The remainder of this article is organized as follows. In Sec. II we review the momentum-resonance ansatz. In Sec. III we present a discrete-moment description of invariants of the resonance type and derive the linearization theorem. In Sec. IV we derive a single necessary and sufficient condition for a potential to admit an invariant of the resonance type. In Sec. V we present some preliminary applications. We rederive the examples of Lewis, Leach, and Sarlet for one and two resonances and present two examples of potentials that admit invariants with three resonances. Additional examples are presented in Ref. 11. In Sec. VI we present some concluding remarks.

## II. THE MOMENTUM-RESONANCE ANSATZ

We consider the Hamiltonian for a particle moving in a potential that depends on a coordinate $q$ and time $t$,

$$
\begin{equation*}
H=\frac{1}{2} p^{2}+V(q, t) \tag{1}
\end{equation*}
$$

The momentum-resonance ansatz of Lewis and Leach ${ }^{10}$ postulates that the invariant be a rational function of momentum expressed as a sum of terms whose singularities in momentum are only distinct simple poles ("momentum resonances"),

$$
\begin{equation*}
I(q, p, t)=c(q, t)+\sum_{n=1}^{N} \frac{v_{n}(q, t)}{p-u_{n}(q, t)} . \tag{2}
\end{equation*}
$$

In view of the fact that any function of an invariant is also an invariant, the momentum-resonance ansatz is sufficient for considering a much wider class of invariants. For example, it includes the case of invariants that are polynomials in $p$ with distinct zeros. A motivation for considering invariants that are rational functions of momentum is that a large class of functions can be well approximated by rational functions. ${ }^{12}$ In a particular application, it may be possible to obtain a useful approximate invariant in terms of a potential that admits an invariant which is rational in the momentum with distinct simple poles.

The functions of position and time that appear in the expression for the invariant in resonance form satisfy conditions that are decoupled to a remarkable degree. The condi-
tion that $I(q, p, t)$ be an invariant is

$$
\begin{equation*}
\frac{d I}{d t} \equiv \frac{\partial I}{\partial t}+p \frac{\partial I}{\partial q}-\frac{\partial V}{\partial q} \frac{\partial I}{\partial p}=0, \tag{3}
\end{equation*}
$$

which implies that necessary and sufficient conditions on the functions $c, v_{n}$, and $u_{n}$ such that $I(q, p, t)$ be an invariant are

$$
\begin{align*}
& \frac{\partial c}{\partial q}=0  \tag{4a}\\
& \frac{\partial c}{\partial t}+\sum_{n=1}^{N} \frac{\partial v_{n}}{\partial q}=0  \tag{4b}\\
& \frac{\partial v_{n}}{\partial t}+\frac{\partial}{\partial q}\left(u_{n} v_{n}\right)=0  \tag{4c}\\
& \frac{\partial u_{n}}{\partial t}+u_{n} \frac{\partial u_{n}}{\partial q}=-\frac{\partial V}{\partial q} \tag{4d}
\end{align*}
$$

Lewis and Leach ${ }^{10}$ introduced a set of $N$ time-dependent transformations to Lagrangian coordinates to study these equations. So transformed, (4c) was satisfied identically, (4d) was an equation for the $n$th transformation function, and (4b) was a condition that related the set of $N$ transformation functions. Lewis and Leach found all potentials that admit a one-resonance invariant ( $N=1$ ), they derived a class of two-resonance invariants, and they devised an approach for studying the general multiresonance case. The spatial derivative of a potential with a one-resonance invariant is a rational function of $q$ with coefficients expressible in terms of three arbitrary functions of $t$. Those potentials were found in different contexts by Sarlet ${ }^{13}$ and by Leach, Lewis, and Sarlet. ${ }^{14}$ The two-resonance invariants found by Lewis and Leach are the reciprocals of invariants quadratic in the momentum. The potentials associated with invariants quadratic in the momentum have been derived earlier by Lewis and Leach ${ }^{7}$ and by Sarlet and Ray. ${ }^{8}$ They involve an arbitrary function of a time-dependent linear function of $q$. For a multiresonance case, it is necessary to find $N$ solutions of (4d) for the same $\partial V / \partial q$. Lewis and Leach studied this question in the context of their transformations to Lagrangian coordinates. They were able to relate any two transformation functions that correspond to distinct solutions of (4d). However, they did not succeed in finding additional tworesonance examples or in showing that no further examples exist.

The structure of (4a)-(4d) is remarkable. Different values of $n$ are coupled only through the single condition (4b); (4c) is of the form of the continuity equation for a fluid; and (4d) is of the form of the equation expressing conservation of momentum for a fluid. One would expect that the simplicity of the structure of the equations could be used to extract more information of a general nature about dynamical systems that admit invariants in resonance form. In addition, one might expect that further two-resonance examples exist and that examples of potentials that admit invariants with more than two resonances could be found. In the remainder of this article, we show that invariants in resonance form are related to the solution of a system of linear algebraic equations and we derive a necessary and sufficient condition for a potential to admit an invariant in resonance form. In addition, we derive the examples of Lewis and

Leach with a different formulation and present two examples of three-resonance invariants. We examine the two- and three-resonance cases in more detail in Ref. 11.

## III. DISCRETE-MOMENT FORMULATION AND LINEARIZATION THEOREM

The momentum-resonance ansatz can be formulated in terms of certain discrete momentum moments. This formulation is characterized by the following features, which we discuss in this and the following section. Condition (4b) is satisfied identically. Aside from unspecified functions of $t$, which are "integration constants" associated with integrals with respect to $q$, the discrete moments can be calculated as functionals of the potential a priori, without solving (4c)(4d). Any invariant that can be written in resonance form can be constructed explicitly from discrete moments. The foregoing features are derived in this section. Finally, in Sec. IV, we derive in terms of the discrete moments a necessary and sufficient condition for a potential to admit an invariant with $N$ poles.

The $k$ th moment $g_{k}(q, t)$ is defined by

$$
\begin{equation*}
g_{k}(q, t)=\sum_{n=1}^{N} u_{n}^{k} v_{n} \tag{5}
\end{equation*}
$$

For later use, in connection with (16), we exclude the case in which a function $u_{n}$ is identically zero. If a function $u_{n}$ were identically zero, then, from (4d), $\partial V / \partial q$ would be identically zero. Therefore we also assume that $\partial V / \partial q$ is not identically zero. If, for fixed $q$ and $t$, we consider the quantities $v_{n}(q, t)$ to be the values of a function $v(q, p, t)$ that is defined at a discrete set of values of $p$ given by $p=u_{n}(q, t)$ for $1 \leqslant n \leqslant N$, then $g_{k}(q, t)$ is the $k$ th moment of $v(q, p, t)$ in that discrete space of values of $p$. By direct manipulation of ( 4 c ) and ( 4 d ), it can be shown that these moments satisfy the differential recursion relation

$$
\begin{equation*}
\frac{\partial g_{k}}{\partial q}=-\frac{\partial g_{k-1}}{\partial t}-(k-1) g_{k-2} \frac{\partial V}{\partial q}, \quad k \geqslant 1, \tag{6a}
\end{equation*}
$$

with the initial condition

$$
\begin{equation*}
g_{0}(q, t)=-\dot{\alpha}_{-1}(t) q+\alpha_{0}(t) \tag{6b}
\end{equation*}
$$

where $\alpha_{-1}(t)=c(t)$. Equation ( 6 b ) is the solution of ( 4 b ). Equation (6a) can be obtained by multiplying (4c) by $u_{n}^{k-1}$, using (4d), and summing over all $k$ from 1 to $N$. Therefore the system of equations (4a)-(4d) implies the recursion relation (6a) and (6b). However, we stress that the converse is not true; the recursion relation ( 6 a ) and ( 6 b ) alone does not imply ( 4 a )-(4d). Our interpretation of $g_{k}$ as a moment is natural because (6a) is precisely the recursion relation satisfied by the continuum momentum moments of (3), which defines the invariant $I(q, p, t)$. In the context of collisionless plasma physics, (3) is also the Vlasov equation for a phasespace distribution function. Thus it is appropriate to interpret $v(q, p, t)$ as the representation of an invariant or a phasespace distribution function in a discrete space of momentum values given by $p=u_{n}(q, t)$ for $1 \leqslant n \leqslant N$.

We shall show that the moments $g_{k}$ also satisfy an algebraic recursion relation in addition to the differential recur-
sion relation (6a). The algebraic recursion relation is

$$
\begin{equation*}
g_{l}=-\sum_{n=1}^{N} a_{n} g_{l-n}, \quad l \leqslant N, \tag{7}
\end{equation*}
$$

where the quantities $a_{k}$ and $u_{n}$ are related by

$$
\begin{equation*}
u_{n}^{N}+\sum_{k=1}^{N} a_{k} u_{n}^{N-k}=0, \quad 1 \leqslant n \leqslant N \tag{8}
\end{equation*}
$$

Relation (7) plays an important role in numerical analysis of $N$ th-order ordinary differential equations with constant coefficients. ${ }^{15}$ In that context, the $a_{k}$ are given and the $u_{n}$ are determined from (8). When the $v_{n}$ can be determined from the first $N$ of Eqs. (5) by specifying the first $N$ moments, then the remaining $g_{k}$ that solve (7) are given by (5). For our purposes, we need instead that the definition (5) of the moments imply the relation (8) and the algebraic recursion relation (7). In order to establish (8), we define the quantities $a_{k}$ to be the coefficients of the polynomial whose roots are the $u_{n}$. Let $D(p)$ be that polynomial in the variable $p$,

$$
\begin{equation*}
D(p) \equiv \prod_{k=1}^{N}\left(p-u_{k}\right) \tag{9}
\end{equation*}
$$

By our definition of the $a_{k}, D(p)$ can also be written as

$$
\begin{equation*}
D(p)=p^{N}+\sum_{k=1}^{N} a_{k} p^{N-k} \tag{10}
\end{equation*}
$$

Thus (8) is simply the statement that each $u_{n}$ is a root of $D(p)$,

$$
\begin{equation*}
D\left(u_{n}\right)=0 \tag{11}
\end{equation*}
$$

Now it is easy to use (5) and (8) to derive (7):

$$
\begin{align*}
g_{l}=\sum_{k=1}^{N} u_{k}^{N} u_{k}^{l-N} v_{k} & =-\sum_{k=1}^{N} \sum_{n=1}^{N} a_{n} u_{k}^{N-n} u_{k}^{l-N} v_{k} \\
& =-\sum_{n=1}^{N} a_{n} \sum_{k=1}^{N} u_{k}^{l-n} v_{k} \tag{12}
\end{align*}
$$

If we take $l \geqslant N$, then (12) is the same as (7).
The fact that the moments satisfy two distinct recursion relations is the basis for our remaining discussion. The algebraic recursion relation can be used to calculate the $a_{n}$ in terms of the moments $g_{k}$ directly, without using the $u_{n}$ explicitly. Define square matrices $\Lambda_{K}$ by

$$
\Lambda_{K}=\left(\begin{array}{cccc}
g_{0} & g_{1} & \cdots & g_{K}  \tag{13}\\
g_{1} & g_{2} & \cdots & g_{K+1} \\
\vdots & \vdots & \vdots & \vdots \\
g_{K} & \cdot & \cdots & g_{2 K}
\end{array}\right)
$$

with elements

$$
\begin{equation*}
\left(\Lambda_{K}\right)_{i j}=g_{i+j-2}, \quad 1 \leqslant i j \leqslant K+1 \tag{13'}
\end{equation*}
$$

and column matrices $x_{K}$ and $y_{K}$ by

$$
x_{K}=\left(\begin{array}{c}
a_{1}  \tag{14}\\
a_{2} \\
\vdots \\
a_{K}
\end{array}\right), \quad y_{K}=\left(\begin{array}{c}
g_{K} \\
g_{K+1} \\
\vdots \\
g_{2 K-1}
\end{array}\right)
$$

with elements

$$
\left(x_{K}\right)_{j}=a_{j}, \quad\left(y_{K}\right)_{j}=g_{K+j-1}, \quad 1 \leqslant j \leqslant K
$$

Matrices of the form (13) are known as Hankel matri-
ces. ${ }^{16-18}$ The first $N$ of the recursion equations (7) are

$$
\begin{equation*}
\Lambda_{N-1} x_{N}=-y_{N} \tag{15}
\end{equation*}
$$

They can be considered as a system of $N$ linear algebraic equations for the $a_{n}$. The $2 N$ moments that occur in the definition of $\Lambda_{N-1}$ and $y_{N}$ can be calculated a priori from (6a) and ( 6 b ) in terms of the potential and $2 N+2$ unspecified functions of $t$ ("integration constants"). The system of equations (15) can be constructed explicitly in this way, without knowing the functions of $u_{n}$ and $v_{n}$. The necessary and sufficient condition for (15) to have a solution is

$$
\begin{equation*}
\operatorname{det} \Lambda_{N-1} \neq 0 \tag{16}
\end{equation*}
$$

If (16) did not hold, then the columns of $\Lambda_{N-1}$ would be linearly dependent, which would imply that there existed an algebraic recursion relation of the form (7) with $N$ replaced by $N-1$. However, if there existed a relation of the form (7) with $N$ replaced by $N-1$, then, to be consistent with (7) and (5), one $u_{n}$ would have to be identically zero, contrary to assumption.

We now demonstrate that the invariant (2) can be written explicitly in terms of $g_{0}$ through $g_{N-1}$ and the coefficients $a_{n}$ by the formula

$$
\begin{equation*}
I(q, p, t)=c(t)+\frac{\Sigma_{n=1}^{N} p^{N-n} \sum_{k=1}^{n} a_{k-1} g_{n-k}}{p^{N}+\sum_{n=1}^{N} a_{n} p^{N-n}} \tag{17}
\end{equation*}
$$

where we have defined

$$
\begin{equation*}
a_{0} \equiv 1 \tag{18}
\end{equation*}
$$

and used (4a), which states that $c$ depends on $t$ only. The expressions for the invariant given by (2) and (17) are identically equal because of the algebraic recursion relation (7). We first show that $D(p)$, defined by (9), can be factored according to the formula

$$
\begin{equation*}
D(p)=\left(p-u_{n}\right) \sum_{k=1}^{N} p^{N-k} \sum_{s=1}^{k} a_{k-s} u_{n}^{s-1} \tag{19}
\end{equation*}
$$

for any $n$ satisfying $1 \leqslant n \leqslant N$. By carrying out the multiplication by the first factor in (19) we have

$$
\begin{align*}
D(p)= & \sum_{k=1}^{N} p^{N-k+1} \sum_{s=1}^{k} a_{k-s} u_{n}^{s-1} \\
& -\sum_{k=1}^{N} p^{N-k} \sum_{s=1}^{k} a_{k-s} u_{n}^{s} \tag{20}
\end{align*}
$$

We now change the summation indices $k$ to $\kappa=k-1$ and $s$ to $\sigma=s-1$ in the first summation in (20) and rewrite (20) as

$$
\begin{align*}
D(p) & =\sum_{\kappa=0}^{N} a_{\kappa} p^{N-\kappa}-\sum_{o=0}^{N} a_{N-\sigma} u_{n}^{\sigma} \\
& =\sum_{k=0}^{N} a_{k} p^{N-k}-\sum_{k=0}^{N} a_{k} u_{n}^{N-k} \\
& =\sum_{k=0}^{N} a_{k} p^{N-k}-D\left(u_{n}\right) \tag{21}
\end{align*}
$$

which is the definition (10) of $D(p)$ because $D\left(u_{n}\right)$ is zero by assumption. Thus (19) is proved. In order to complete the proof of the equivalence of (2) and (17), we rewrite (2)
as

$$
\begin{equation*}
I(q, p, t)=c(t)+\frac{1}{D(p)} \sum_{n=1}^{N} \frac{D(p) v_{n}}{p-u_{n}} \tag{22.}
\end{equation*}
$$

Now substitute (19) for $D(p)$ in the numerator of (22), thus canceling the factor ( $p-u_{n}$ ). The resulting expression is
$I(q, p, t)=c(t)+\frac{1}{D(p)} \sum_{n=1}^{N} v_{n} \sum_{k=1}^{N} p^{N-k} \sum_{s=1}^{k} a_{k-s} u_{n}^{s-1}$.
Performing the summation over $n$ first and using the definition (5), we obtain
$I(q, p, t)=c(t)+\frac{1}{D(p)} \sum_{k=1}^{N} p^{N-k} \sum_{s=1}^{k} a_{k-s} g_{s-1}$.
If we now change the summation index $s$ to $\sigma=k-s+1$ we obtain (17), which proves our assertion of the equivalence of (2) and (17). We can now state the following theorem, which provides a means of constructing an $N$-resonance invariant for a given potential if one exists.

Linearization Theorem: If $V(q, t)(\partial V / \partial q \neq 0)$ admits an invariant with $N$ resonances, then this invariant can be expressed by (17) in terms of moments $g_{k}$ and coefficients $a_{n}$. The $g_{k}$ can be calculated from (6a) and (6b) in terms of the potential and $2 N+2$ unspecified functions of $t$ ("integration constants"). The $a_{n}$ are the solution of the system of $N$ linear algebraic equations (15).

For a specified potential, the entire $q$ dependence of the moments can be determined a priori from (6a) and (6b). Only the functions of $t$ that arise as the "integration constants" for (6a) are undetermined from (6a) and (6b).

## IV. NECESSARY AND SUFFICIENT CONDITION

In this section we complement the linearization theorem by deriving a necessary and sufficient condition for an N resonance invariant to exist. The condition is stated in the following theorem.

Theorem: An $N$-resonance invariant exists for the Hamiltonian (1) with potential $V(q, t)(\partial V / \partial q \neq 0)$ if, and only if, there exist moments $g_{k}(q, t), 1 \leqslant k \leqslant 2 N$, such that

$$
\begin{equation*}
\operatorname{det} \Lambda_{N}=0 \tag{25}
\end{equation*}
$$

where $\Lambda_{N}$ is a Hankel matrix defined by (13) and where the moments $g_{k}$ in $\Lambda_{N}$ satisfy the differential recursion relation ( 6 a ) and ( 6 b ). If the invariant exists, then it can be expressed by (17) by choosing the "integration constants" in the moments $g_{k}(q, t)$ such that the moments satisfy (25). Stated briefly,

$$
\begin{equation*}
\frac{d I}{d t}=0 \Leftrightarrow \operatorname{det} \Lambda_{N}=0 \tag{26}
\end{equation*}
$$

We now prove (26) directly. There may exist a more concise proof, perhaps by induction. However, our direct proof suffices and is interesting in its own right.

To begin the proof, we extend the range of the indices of $g_{k}$ and $a_{k}$ by defining

$$
\begin{equation*}
g_{-k}=a_{-k}=a_{N+k}=0, \quad k>0 \tag{27}
\end{equation*}
$$

We also define the set of auxiliary functions

$$
\begin{equation*}
A_{s}=\sum_{n=0}^{s} a_{n-1} g_{s-n} \tag{28}
\end{equation*}
$$

where the lower limit $n=0$ has been chosen instead of $n=1$ for later convenience. We observe that (27) trivially implies

$$
\begin{equation*}
A_{0}=A_{-k}=0, \quad k>0 \tag{29}
\end{equation*}
$$

In addition, (27) and (7) imply

$$
\begin{equation*}
A_{N+k}=0, \quad 1 \leqslant k \leqslant N . \tag{30}
\end{equation*}
$$

Because of (27), $A_{2 N+1}$ can be written as

$$
\begin{equation*}
A_{2 N+1}=g_{2 N}+\sum_{k=1}^{N} a_{k} g_{2 N-k} \tag{31}
\end{equation*}
$$

This equation along with the $N$ equations given by (15) can be considered as a system of $N+1$ equations for $A_{2 N+1}$ and the $N$ quantities $a_{n}$,
$\delta_{N, k} A_{2 N+1}-\sum_{n=1}^{N} a_{n} g_{N+k-n}=g_{N+k}, \quad 0 \leqslant k \leqslant N$.
The solution for $A_{2 N+1}$ is

$$
\begin{equation*}
A_{2 N+1}=\left(\operatorname{det} \Lambda_{N}\right) /\left(\operatorname{det} \Lambda_{N-1}\right) \tag{33}
\end{equation*}
$$

In terms of $a_{k}$ and $A_{k}$ the invariant (17) is

$$
\begin{equation*}
I(q, p, t)=c(t)+\frac{1}{D(p)} \sum_{k=0}^{N} p^{N-k} A_{k} \tag{34}
\end{equation*}
$$

where $D(p)$ is defined by (10). The lower limit $k=0$ has been chosen in (34) instead of $k=1$ for later convenience.

For $d I / d t$ to vanish identically, it is necessary and sufficient that $D^{2}(d I / d t)$ vanish identically,

$$
\begin{equation*}
D^{2} \frac{\partial I}{\partial t}+D^{2} p \frac{\partial I}{\partial q}-D^{2} \frac{\partial V}{\partial q} \frac{\partial I}{\partial p}=0 \tag{35}
\end{equation*}
$$

In order to satisfy (35), which is a polynomial equation, the coefficient of each distinct power of $p$ must vanish. Each of the three terms on the left-hand side of (35) can be easily evaluated. A convenient way of expressing the results is

$$
\begin{align*}
D^{2} \frac{\partial I}{\partial t}= & \sum_{s=0}^{N} \sum_{k=0}^{N} p^{2 N-s-k}\left(a_{s} \dot{A}_{k}-A_{k} \dot{a}_{s}+a_{s} a_{k} \dot{c}\right)  \tag{36a}\\
p D^{2} \frac{\partial I}{\partial q}= & \sum_{s=0}^{N} \sum_{k=0}^{N} p^{2 N-s-k}\left(a_{s+1} A_{k}^{\prime}-A_{k} a_{s+1}^{\prime}\right) \\
& +\sum_{k=0}^{N} p^{2 N-k} A_{k+1}^{\prime} \tag{36b}
\end{align*}
$$

and

$$
\begin{align*}
D^{2} \frac{\partial I}{\partial p}= & \sum_{s=0}^{N} \sum_{k=0}^{N} p^{2 N-s-k}(s-k-1) a_{s-1} A_{k} \\
& +\sum_{k=0}^{N} p^{N-k}(N-k+1) a_{N} A_{k-1} \tag{36c}
\end{align*}
$$

In the equations (36), and in what follows, we use prime for partial derivative with respect to $q$ and dot for partial derivative with respect to $t$. Substitution of equations (36) into the invariance condition (35) leads to the following equivalent condition:

$$
\begin{align*}
& \sum_{s=0}^{N} \sum_{k=0}^{N} p^{2 N-s-k}\left[a_{s} \dot{A}_{k}+a_{s+1} A_{k}^{\prime}-A_{k} \hat{a}_{s}-g_{0}^{\prime} a_{s} a_{k}+(k-s+1) a_{s-1} A_{k} \frac{\partial V}{\partial q}\right] \\
& \quad+\sum_{k=0}^{N} p^{N-k}(k-N-1) a_{N} A_{k-1} \frac{\partial V}{\partial q}+\sum_{k=0}^{N} p^{2 N-k} A_{k+1}^{\prime}=0 \tag{37}
\end{align*}
$$

where we have defined

$$
\begin{equation*}
\hat{f}_{s} \equiv f_{s+1}^{\prime}+\dot{f}_{s} \tag{38}
\end{equation*}
$$

for any functions $f_{k}$ that depend on $q$ and $t$.
Equation (37) can be organized in increasing powers of $p$. This is achieved by use of the identity

$$
\begin{equation*}
\sum_{s=0}^{N} \sum_{k=0}^{N} Q_{s, k}=\sum_{s=0}^{N} \sum_{k=s}^{N} Q_{N+s-k, k}+\sum_{s=0}^{N-1} \sum_{k=0}^{s} Q_{s-k, k}, \tag{39}
\end{equation*}
$$

where $Q=\left\{Q_{s, k}\right\}$ is an arbitrary square matrix. Formula (39) is obtained by reorganizing the sum of the elements of $Q$ along diagonals instead of along rows. In view of (39), Eq. (37) can be transformed into

$$
\begin{align*}
& \sum_{s=0}^{N} p^{N-s} \sum_{k=s-1}^{N}\left[a_{N+s-k} \hat{A}_{k}-A_{k} \hat{a}_{N+s-k}\right. \\
&+(2 k-s-N+1) a_{N+s-k-1} \\
&\left.\times A_{k} \frac{\partial V}{\partial q}-g_{0}^{\prime} a_{k} a_{N+s-k}\right] \\
&+\sum_{s=0}^{N-1} p^{2 N-s} \sum_{k=0}^{s}\left[a_{s-k} \hat{A}_{k}-A_{k} \hat{a}_{s-k}\right. \\
&\left.+(2 k-s+1) a_{s-k-1} A_{k} \frac{\partial V}{\partial q}-g_{0}^{\prime} a_{k} a_{s-k}\right]=0 . \tag{40}
\end{align*}
$$

We now notice that the first summation over $k$ can be made to start at zero instead of $s-1$, whereas the second summation over $k$ can be extended from $s$ to $N$. These changes, in view of (27), only add zeros to the original sums. In addi-
tion, in the first sum over $s$ we change the summation index from $s$ to $s+N$; and in both summations over $k$ we change the summation index from $k$ to $s-k$. With these transformations, (40) reduces to the form

$$
\begin{equation*}
\sum_{\sigma=0}^{2 N} p^{2 N-\sigma} \Gamma_{\sigma}=0 \tag{41}
\end{equation*}
$$

where

$$
\begin{align*}
\Gamma_{\sigma}= & \sum_{k=\sigma-N}^{\sigma}\left[a_{k} \hat{A}_{\sigma-k}-A_{\sigma-k} \hat{a}_{k}-g_{0}^{\prime} a_{k} a_{\sigma-k}\right. \\
& \left.+(\sigma-2 k+1) a_{k-1} A_{\sigma-k} \frac{\partial V}{\partial q}\right] \tag{42}
\end{align*}
$$

valid for $0 \leqslant \sigma \leqslant 2 N$. We now notice that the lower limit of the sum in (42) can be set to zero whenever $\sigma \neq 2 N$. This is true because either $\sigma \leqslant N$, causing all additional $\hat{a}_{k}, a_{k}$, and $a_{k-1}$ to be zero, or $\sigma>N$, in which case all additional $\hat{A}_{\sigma-k}, A_{\sigma-k}$, and $a_{\sigma-k}$ will be zero. When $\sigma=2 N$ the lower limit of the sum can also be set to zero provided we remove the only nonzero term generated by this transformation. That is, we can write

$$
\begin{align*}
\Gamma_{\sigma}= & \sum_{k=0}^{\sigma}\left[a_{k} \hat{A}_{\sigma-k}-A_{\sigma-k} \hat{a}_{k}-g_{0}^{\prime} a_{k} a_{\sigma-k}\right. \\
& \left.+(\sigma-2 k+1) a_{k-1} A_{\sigma-k} \frac{\partial V}{\partial q}\right] \\
& -A_{2 N+1}^{\prime} \delta_{2 N, \sigma}, \tag{43}
\end{align*}
$$

where $\delta_{k, s}$ is the Kronecker delta.
We next compute the sum involving $\widehat{A}_{\sigma-k}$ in (43):

$$
\begin{align*}
\sum_{k=0}^{\sigma} a_{k} \hat{A}_{\sigma-k}= & \sum_{k=0}^{\sigma} a_{k}\left[\sum _ { s = 0 } ^ { \sigma - k } \left(g_{\sigma-k-s} \hat{a}_{s-1}\right.\right. \\
& \left.\left.+a_{s-1} \hat{g}_{\sigma-k-s}\right)+a_{\sigma-k} g_{0}^{\prime}\right] \tag{44}
\end{align*}
$$

Equation (6a) can be used to transform the term with $\hat{g}_{\sigma-k-s}$ on the right-hand side of (44) into a term proportional to $g_{\sigma-k-s-1}$. Then we transform the first term in (44) by use of the algebraic relation

$$
\begin{equation*}
\sum_{k=0}^{m} \sum_{s=0}^{m-k} B_{s, k}=\sum_{s=0}^{m} \sum_{k=0}^{m-s} B_{s, k}=\sum_{s=0}^{m} \sum_{k=0}^{m-s} B_{k, s}, \quad m \geqslant 0 \tag{45}
\end{equation*}
$$

which can easily be shown to hold for any matrix $B=\left\{B_{k, s}\right\}$. Using (45) and (27) we can transform (44) into

$$
\begin{align*}
\sum_{k=0}^{\sigma} & \left(a_{k} \hat{A}_{\sigma-k}-a_{\sigma-k} a_{k} g_{0}^{\prime}\right) \\
= & \sum_{s=0}^{\sigma} \sum_{k=0}^{\sigma-s}\left[a_{k-1} g_{\sigma-k-s} \hat{a}_{s}\right. \\
& \left.\quad-a_{k} a_{s-1} g_{\sigma-k-s-1}(\sigma-k-s) \frac{\partial V}{\partial q}\right] \tag{46}
\end{align*}
$$

By noticing that the first term on the right-hand side of (46) involves $A_{\sigma-k}$, we can further write

$$
\begin{align*}
\sum_{k=0}^{\sigma} & {\left[a_{k} \hat{A}_{\sigma-k}-a_{\sigma-k} a_{k} g_{0}^{\prime}\right] } \\
= & \sum_{k=0}^{\sigma}\left[A_{\sigma-k} \hat{a}_{k}-\sum_{s=0}^{\sigma-k} a_{k} a_{s-1} g_{\sigma-k-s-1}\right. \\
& \left.\times(\sigma-k-s) \frac{\partial V}{\partial q}\right] \tag{47}
\end{align*}
$$

Substitution of (47) into (43) results in

$$
\begin{align*}
\Gamma_{\sigma}+ & \delta_{2 N, \sigma} A_{2 N+1}^{\prime} \\
= & \sum_{k=0}^{\sigma} \sum_{s=0}^{\sigma-k} a_{s-1}\left[(\sigma-2 k+1) a_{k-1} g_{\sigma-k-s}\right. \\
& \left.-(\sigma-k-s) a_{k} g_{\sigma-k-s-1}\right] \frac{\partial V}{\partial q} . \tag{48}
\end{align*}
$$

We now change the summation index $k$ to $k+1$ in the second term in the double summation on the right-hand side of (48). Additional use of (27) allows us to readjust the limits of the summations to obtain

$$
\begin{align*}
\Gamma_{\sigma} & +\delta_{2 N, \sigma} A_{2 N+1}^{\prime} \\
& =\sum_{k=0}^{\sigma} \sum_{s=0}^{\sigma-k} a_{s-1} a_{k-1}(s-k) g_{\sigma-k-s} \frac{\partial V}{\partial q} \equiv 0, \tag{49}
\end{align*}
$$

where we have used (45) again. Therefore all $\Gamma_{\sigma}$ are zero except for $\sigma=2 N$.

Equations (49) and (33) imply

$$
\begin{equation*}
D^{2} \frac{d I}{d t}=-\frac{\partial}{\partial q}\left\{\frac{\operatorname{det} \Lambda_{N}}{\operatorname{det} \Lambda_{N-1}}\right\} \tag{50}
\end{equation*}
$$

Therefore det $\Lambda_{N}=0$ implies $d I / d t=0$. On the other hand, if $d I / d t=0$, then $\left[\left(\operatorname{det} \Lambda_{N}\right) /\left(\operatorname{det} \Lambda_{N-1}\right)\right] '=0$ implies $\operatorname{det} \Lambda_{N}=\psi(t)\left(\operatorname{det} \Lambda_{N-1}\right)$, where $\psi(t)$ is an arbitrary function of time. Since $g_{2 N}$ contains an arbitrary additive function of time, $\psi(t)$ can be chosen to be zero without any loss of generality. This can be seen by expanding det $\Lambda_{N}$ in minors along the last row or the last column. That is, $d I / d t=0$ implies that $g_{2 N}$ can be chosen such that det $\Lambda_{N}=0$. Therefore the possibility of choosing the moments $g_{k}$ such that $\operatorname{det} \Lambda_{N}=0$ is both necessary and sufficient for $d I / d t=0$. This completes the proof of the theorem associated with statement (26).

## V. SOME PRELIMINARY APPLICATIONS

A direct application of condition (25) for the case $N=1$ leads to a first-order linear differential equation for $V(q, t)$ that can be completely integrated to yield the previously known result for potentials that admit an invariant with only one resonance. For $N=2$, Eq. (25) is a nonlinear integrodifferential equation. In the special case for which $g_{0}=0$, the condition again becomes a linear partial differential equation for the potential that can be integrated. The result is the class of potentials found by Lewis and Leach. ${ }^{10}$ However, condition (25) allows a wider class of potentials that admit an exact invariant with two resonances. In the following article, ${ }^{11}$ we exhibit solutions of (25) with $N=2$ for $g_{0} \neq 0$ and we look for a class of $N=3$ examples. Our approach there combines features of the moment formulation with the original resonance ansatz. In this section, we use (25) directly to obtain the results of Lewis and Leach for
$N=1$ and $N=2$ and to find two examples with three resonances.

In order to condense the notation and speed the calculation we define

$$
\begin{equation*}
P_{n}=\sum_{k=0}^{n}(-1)^{k} \alpha_{n-k-1}^{(k)} \frac{q^{k}}{k!}, \quad n \geqslant 0 \tag{51}
\end{equation*}
$$

where the superscripts inside parentheses represent multiple time derivatives,

$$
\begin{equation*}
\alpha_{-1} \equiv c(t) \tag{52}
\end{equation*}
$$

where $c(t)$ is the additive function of time in (2), and $\alpha_{s}$ for $s \geqslant 0$ is an arbitrary function of time. Notice that this definition implies

$$
\begin{equation*}
P_{0}=c(t) \quad \text { and } \quad P_{s}^{\prime}=-\dot{P}_{s-1}, \text { for } s \geqslant 1 \tag{53}
\end{equation*}
$$

Also define the symbols $V_{s}^{k}$ to represent

$$
\begin{equation*}
V_{s}^{k} \equiv \frac{\partial^{k}}{\partial t^{k}} \int^{q} \int^{x_{s}} \cdots \int^{x_{2}} V\left(x_{1}, t\right) d x_{1} \cdots d x_{s} \tag{54}
\end{equation*}
$$

By using (51)-(54) we can calculate the first few $g_{s}$ in the form

$$
\begin{align*}
g_{0}= & P_{1},  \tag{55a}\\
g_{1}= & P_{2},  \tag{55b}\\
g_{2}= & P_{3}-P_{1} V-P_{0}^{(1)} V_{1}^{0},  \tag{55c}\\
g_{3}= & P_{4}-2 P_{2} V-P_{1}^{(1)} V_{1}^{0}+P_{1} V_{1}^{1}+2 P_{0}^{(1)} V_{2}^{1},  \tag{55d}\\
g_{4}= & P_{5}-3 P_{3} V-P_{2}^{(1)} V_{1}^{0}+2 P_{2} V_{1}^{1}+2 P_{1}^{(1)} V_{2}^{1} \\
& -3 P_{0}^{(1)} V_{3}^{2}+\frac{3}{2} P_{1} V V+3 P_{0}^{(1)} V V_{1}^{0} \\
& -\frac{3}{2} P_{0}^{(1)} \int^{q} V(x, t) V(x, t) d x .
\end{align*}
$$

(55e)
We do not proceed beyond $g_{4}$ because nonlinearities, which already appear in $g_{4}$, quickly become more severe in the higher-order moments and are exacerbated in the determinantal condition. For the three-resonance case we shall use $g_{5}$ and $g_{6}$, but with very simplifying assumptions. Formulas (55) suffice for $N=1$ and $N=2$ in general. We now consider the cases of one, two, and three resonances in succession.
$N=1$ : All the potentials that admit an invariant with one pole are easily determined from (25) using (55a)(55c). For this case (25) reads

$$
\begin{equation*}
g_{0} g_{2}=g_{1}^{2} \tag{56}
\end{equation*}
$$

which is a linear ordinary differential equation for $V(q, t)$. Despite its solution being now a well-known result, we shall present it once again for two reasons: (i) to display a compact representation of the potential and the associated invariant in terms of the discrete moments; and (ii) to exhibit an extremely simple and elegant manner of obtaining the result. Both these goals are achieved in one stroke by combining the present formalism with the original formulation of Lewis and Leach. Instead of solving the differential equation (56) directly, we make the simple observation that, for $N=1$, the definition of the moments (5) yields

$$
\begin{equation*}
v_{1}=g_{0} \quad \text { and } \quad u_{1}=g_{1} / g_{0} . \tag{57}
\end{equation*}
$$

We now can use the representations of the invariant and the potential given by (2) and (4d) to immediately write

$$
\begin{equation*}
I(q, p, t)=c(t)+g_{0} /\left(p-g_{1} / g_{0}\right) \tag{58}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\partial V}{\partial q}=-\frac{\partial}{\partial t} \frac{g_{1}}{g_{0}}-\frac{g_{1}}{g_{0}} \frac{\partial}{\partial q} \frac{g_{1}}{g_{0}} \tag{59}
\end{equation*}
$$

which, as expected, agree with the known result for $N=1$ (see Refs. 10 and 14).
$N=2$ : The results for $N=1$ are deceptively simple, as will become clear by studying the $N=2$ case. For the most general situation with $N=2$, we have to make use of all the moments from $g_{0}$ up to $g_{4}$. This last moment is a quadratic functional of $V$ and the determinantal condition is a cubic functional of $V$. A close analysis of this condition reveals that it can be recast into a partial differential equation for $V_{2}^{0}$ with quartic nonlinearity. This equation is of third order in $q$ and of second order in $t$ with coefficients that are polynomials in $q$.

A solution of condition (25) is any set of functions $\left\{\alpha_{-1}, \alpha_{0}, \ldots, \alpha_{2 N+1}, V(q, t)\right\}$ which make it an identity. Keeping this definition of a solution in mind, we can always start by imposing particular values for some or all of the $\alpha_{s}$ and/ or $V$ in an attempt to simplify the equation enough to make it tractable. Following this philosophy, we impose $\alpha_{-1}=\alpha_{0}=0$, implying $P_{1}=P_{0}=0$ and reducing the system (55) to

$$
\begin{align*}
& g_{0}=0  \tag{60a}\\
& g_{1}=Q_{0}  \tag{60b}\\
& g_{2}=Q_{1}  \tag{60c}\\
& g_{3}=Q_{2}-2 Q_{0} V  \tag{60d}\\
& g_{4}=Q_{3}-3 Q_{1} V-Q_{0}^{(1)} V_{1}^{0}+2 Q_{0} V_{1}^{1}, \tag{60e}
\end{align*}
$$

where

$$
\begin{equation*}
Q_{s}=\sum_{k=0}^{s}(-1)^{k} \alpha_{s-k+1}^{(k)} \frac{q^{k}}{k!} \tag{61}
\end{equation*}
$$

By this choice of the two initial $\alpha_{s}$, the determinantal condition is reduced to
$Q_{1} V+2 Q_{0} V_{1}^{1}-Q_{0}^{(1)} V_{1}^{0}=2 \frac{Q_{1} Q_{2}}{Q_{0}}-\frac{Q_{1}^{3}}{Q_{0}^{2}}-Q_{3}$.
Equation (62) can be viewed as a first-order linear partial differential equation for $V_{1}^{0}$, which is the indefinite integral of $V(q, t)$ with respect to $q$. It can be integrated exactly without any further constraints on the remaining arbitrary functions of time. The results fully coincide with those found by Lewis and Leach ${ }^{10}$ if the functions $\rho$ and $\alpha$ are related to $\alpha_{1}$ and $\alpha_{2}$ by

$$
\rho(t)=\frac{1}{\sqrt{ } \alpha_{1}(t)}
$$

and

$$
\begin{equation*}
\alpha(t)=-\frac{1}{2 \sqrt{ } \alpha_{1}(t)} \int^{t} \frac{\alpha_{2}\left(t^{\prime}\right)}{\sqrt{ } \alpha_{1}\left(t^{\prime}\right)} d t^{\prime} \tag{63}
\end{equation*}
$$

$N=3$ : To illustrate the use of our condition (25) further, we derive two potentials for which invariants with three resonances exist and we construct the invariants by using (17). These examples are the result of a preliminary study of the $N=3$ case.

We consider $N=3$ and choose $g_{0}=g_{1}=g_{3}=0$ and $g_{2}=1$. This is consistent with (6a) and (6b). All other $g_{k}$
can be calculated from (6a). The result is

$$
\begin{align*}
g_{4}= & -3 V(q, t)-\frac{3}{2} V_{1}(t),  \tag{64a}\\
g_{5}= & 3 \frac{\partial}{\partial t} \int^{q} V(x, t) d x+\frac{3}{2} \frac{d V_{1}}{d t}+V_{2}(t),  \tag{64b}\\
g_{6}= & -3 \frac{\partial^{2}}{\partial t^{2}} \int^{q} d x \int^{x} d y V(y, t)-3 \frac{d^{2} V_{1}}{d t^{2}} q^{2}-\frac{d V_{2}}{d t} q \\
& -V_{3}(t)+\frac{15}{2} V_{1} V(q, t)+\frac{15}{2} V^{2}(q, t), \tag{64c}
\end{align*}
$$

where $V_{1}(t), V_{2}(t)$, and $V_{3}(t)$ are unspecified functions of time. Condition (25) for this case is simply $g_{6}-g_{4}^{2}=0$, which is the following integrodifferential equation for the potential:

$$
\begin{align*}
& V^{2}(q, t)+V_{1}(t) V(q, t) \\
& \quad+2 \frac{\partial^{2}}{\partial t^{2}} \int^{q} \int^{y} V(x, t) d x d y=-\phi(q, t) \tag{65}
\end{align*}
$$

where

$$
\begin{equation*}
\phi(q, t) \equiv 2 \frac{d^{2} V_{1}}{d t^{2}} q^{2}+\frac{2}{3} \frac{d V_{2}}{d t} q+\frac{2}{3} V_{3}+\frac{3}{2} V_{1}^{2} \tag{66}
\end{equation*}
$$

The search for solutions is simplified by starting with the equation

$$
\begin{equation*}
2 \frac{\partial^{2} V}{\partial t^{2}}+\frac{\partial^{2} V^{2}}{\partial q^{2}}+V_{1}(t) \frac{\partial^{2} V}{\partial q^{2}}=-4 \frac{d^{2} V_{1}}{d t^{2}} \tag{67}
\end{equation*}
$$

which is obtained by taking the second spatial derivative of (65). Any solution of (67) can then be substituted into (65), which becomes an equation for the remaining unknowns. Particular solutions of (65)-(67) can be found easily. Two solutions are

$$
\begin{equation*}
V(q, t)=A t \sqrt{ } q, \quad V_{1}=0, \quad V_{2}=-\frac{1}{2} A^{2} t^{3}+B, \quad V_{3}=0 \tag{68a}
\end{equation*}
$$

and

$$
\begin{align*}
& V(q, t)=-(A / 2) \pm\left(A^{2}+4 C+4 B q\right)^{1 / 2} \\
& V_{1}=A, \quad V_{2}=-6 B t+D, \quad V_{3}=-\frac{9}{4} A^{2}-6 C \tag{68b}
\end{align*}
$$

where $A, B, C$, and $D$ are arbitrary constants. Using those solutions in (64) to determine the $g_{k}$ and, with the $g_{k}$ calculating the $a_{n}$ from (15), we obtain the corresponding invariants

$$
\begin{equation*}
I=1 /\left(p^{3}+3 A p t \sqrt{ } q-2 A q \sqrt{ } q+\frac{1}{2} A^{2} t^{3}-3 B\right) \tag{69a}
\end{equation*}
$$

and

$$
\begin{equation*}
I=1 /\left[p^{3} \pm 3 p\left(A^{2}+4 C+4 B q\right)^{1 / 2}+6 B t\right] \tag{69b}
\end{equation*}
$$

respectively. It is interesting to notice that, although both invariants are explicitly time dependent, the first system is nonautonomous, while the second is autonomous. The latter possesses the energy invariant in addition to $I$ and, therefore, we have a complete set of two invariants. The trajectories could be determined by, for example, solving the energy invariant for the momentum $p$ and substituting this into I .

## VI. FINAL REMARKS

We have elaborated the momentum-resonance ansatz in an advantageous way by introducing discrete momentum
moments. We proved a linearization theorem, which shows that an N -resonance invariant is associated with the solution of a system of linear algebraic equations; and we derived a necessary and sufficient condition for the existence of an $N$ resonance invariant. Preliminary applications of the expanded formulation include deriving two examples of three-resonance invariants and rederiving the previously known examples with one and two resonances. We present a more detailed study of the two- and three-resonance cases in the subsequent article in this journal. ${ }^{11}$

It is likely that further understanding of invariants of time-dependent dynamical systems can be achieved by using ideas described here. An attractive line of investigation would be to combine the ideas here with the Lagrangian approach developed by Lewis and Leach. ${ }^{10}$ Application to the Vlasov-Poisson equations of plasma physics and study of quantum mechanical systems and systems with more than one spatial dimension may also be fruitful.
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#### Abstract

The momentum-moment formulation of Goedert and Lewis [J. Math. Phys. 28, 728 (1987)] and the momentum-resonance formulation of Lewis and Leach [Ann. Phys. (NY) 164, 47 (1985) ] are used to study one-dimensional, time-dependent potentials that admit invariants which are rational functions of momentum with two or three simple poles. New examples are presented.


## I. INTRODUCTION

In the preceding article in this journal, ${ }^{1}$ Goedert and Lewis present a formulation for invariants for one-dimensional, time-dependent potentials in terms of discrete momentum moments. Their discussion is applicable to the case where the invariant is a function of a rational function of momentum with simple poles. It extends and supplements the analysis by Lewis and Leach ${ }^{2}$ of a momentum-resonance ansatz. That ansatz postulates the invariant to be a rational function of momentum with simple poles; the analysis by Lewis and Leach makes particular use of an expression for the invariant as a sum of "resonance" terms of the form $v_{n}(q, t) /\left(p-u_{n}(q, t)\right)$, where $q, p$, and $t$ are position, momentum, and time, respectively. There are three major results in the article by Goedert and Lewis ${ }^{1}$ : (i) a linearization theorem, which relates the $q$ dependence of the invariant to the solution of a linear system of algebraic equations; (ii) a necessary and sufficient condition for a potential to admit an invariant that is a rational function of $p$ with simple poles; and (iii) a derivation of certain relations between the discrete moments of Goedert and Lewis and the quantities $u_{n}(q, t)$ and $v_{n}(q, t)$. In the present article, we use these results to study the cases of two and three resonances.

The case of one resonance has been treated earlier by Sarlet, ${ }^{3}$ Lewis and Leach, ${ }^{2}$ and Leach, Lewis, and Sarlet. ${ }^{4}$ All potentials that admit an invariant with one resonance are known. The associated forces are rational functions of $q$ with coefficients expressible in terms of three arbitrary functions of $t$. The treatment of this case is particularly simple in the discrete-moment formulation and is presented in the preceding article. ${ }^{1}$ It is also possible to derive a second invariant for these potentials. ${ }^{5}$

A class of two-resonance cases with potentials involving an arbitrary function of a time-dependent linear function of $q$ has been obtained by Lewis and Leach ${ }^{2,6}$ and Sarlet and Ray. ${ }^{7}$ This class can also be obtained easily in the framework of the discrete-moment formulation of Goedert and Lewis. ${ }^{1}$ An outstanding question has been whether this class exhausts the examples with two resonances. We have answered the question by finding examples with two resonances outside this class. Our analysis is based on a characterization of all two-resonance cases in terms of an interesting implicit change of independent variables. One example of two-reso-

[^19]nance cases is for precisely the same class of potentials for which there exists a one-resonance invariant. The two-resonance invariant for a potential in this class is not simply a function of the one-resonance invariant. In the other examples, the force and invariant are either in a parametric form or in terms of the solution of a nonlinear first-order differential equation.

We have examined the three-resonance case by using a certain generalization of our treatment of the two-resonance case. The objective was to obtain a class of three-resonance examples that involve an arbitrary function of some function of $q$ and $t$, in analogy with the previously known class of tworesonance examples. That generalization only led to the potential for a driven, time-dependent linear oscillator.

In Sec. II we summarize some basic formulas of the mo-mentum-resonance ansatz ${ }^{2}$ and the discrete-moment formulation. ${ }^{1}$ We also develop the framework within which we treat the two- and three-resonance cases in this article. In Secs. III and IV we analyze the two-resonance case. In Sec. V we consider the three-resonance case. In Sec. VI we make some concluding remarks, including some probably fruitful directions for further work.

## II. BACKGROUND AND PRELIMINARY CONSIDERATIONS

We begin by summarizing some aspects of the work by Lewis and Leach ${ }^{2}$ and by Goedert and Lewis. ${ }^{1}$ We consider a system described by a Hamiltonian

$$
\begin{equation*}
H=\frac{1}{2} p^{2}+V(q, t) \tag{1}
\end{equation*}
$$

that admits an invariant (constant of the motion) of the form

$$
\begin{equation*}
I(q, p, t)=c(t)+\sum_{n=1}^{N} \frac{v_{n}(q, t)}{p-u_{n}(q, t)}, \tag{2}
\end{equation*}
$$

where $q, p$, and $t$ stand for position, momentum, and time, respectively. We denote an invariant of this type as an invariant with $N$ momentum resonances. The functions $c, u_{n}$, and $v_{n}$ satisfy

$$
\begin{align*}
& \frac{d c}{d t}+\frac{\partial}{\partial q} \sum_{n=1}^{N} v_{n}=0  \tag{3a}\\
& \frac{\partial v_{n}}{\partial t}+\frac{\partial}{\partial q}\left(u_{n} v_{n}\right)=0,  \tag{3b}\\
& \frac{\partial u_{n}}{\partial t}+u_{n} \frac{\partial u_{n}}{\partial q}=-\frac{\partial V}{\partial q} . \tag{3c}
\end{align*}
$$

From the functions $u_{n}$ and $v_{n}$ we construct a set of $N$ discrete moments, $g_{k}(q, t)$, defined by

$$
\begin{equation*}
g_{k}(q, t)=\sum_{n=1}^{N} u_{n}^{k} v_{n} . \tag{4}
\end{equation*}
$$

They satisfy an algebraic recursion relation,

$$
\begin{equation*}
g_{l}=-\sum_{n=1}^{N} a_{n} g_{l-n}, \quad l \geqslant N, \tag{5}
\end{equation*}
$$

where the $a_{n}$ are the coefficients of a polynomial whose roots are the $u_{n}$,

$$
\begin{equation*}
u_{n}^{N}+\sum_{k=1}^{N} a_{k} u_{n}^{N-k}=0, \quad 1 \leqslant n \leqslant N \tag{6}
\end{equation*}
$$

The invariant (2) can be expressed in terms of the discrete moments $g_{k}(q, t)$ and the coefficients $a_{n}(q, t)$ by the formula
$I(q, p, t)=c(t)+\frac{\sum_{n=1}^{N} p^{N-n} \sum_{k=1}^{n} a_{k-1} g_{n-k}}{\sum_{n=0}^{N} a_{n} p^{N-n}}$,
where, by definition,

$$
\begin{equation*}
a_{0} \equiv 1 \tag{8}
\end{equation*}
$$

The moments satisfy a differential recursion relation in addition to the algebraic recursion relation (5),
$\frac{\partial g_{k}}{\partial q}=-\frac{\partial g_{k-1}}{\partial t}-(k-1) g_{k-2} \frac{\partial V}{\partial q}, \quad k \geqslant 1$,
with initial condition

$$
\begin{equation*}
g_{0}(q, t)=-\dot{\alpha}_{-1}(t) q+\alpha_{0}(t), \quad \alpha_{-1}(t) \equiv c(t) \tag{9b}
\end{equation*}
$$

The quantities and relations defined in (1)-(9b) have been discussed by Lewis and Leach ${ }^{2}$ and by Goedert and Lewis. ${ }^{1}$

As is indicated in the foregoing paragraph, the $u_{n}$ are the roots of an $N$ th-degree polynomial whose coefficients figure importantly in the structure of an $N$-resonance invariant. Motivated by this fact, for $N \leqslant 4$, we introduce a representation of the $u_{n}$ that displays clearly the relationship which the roots of the polynomial must have among themselves. That relationship can be expressed by

$$
\begin{equation*}
u_{k}=A_{1}+\sum_{j=2}^{N} \gamma_{k j} A_{j}, \quad 1 \leqslant k \leqslant N, \tag{10}
\end{equation*}
$$

where the $\gamma_{k j}$ are numbers that only depend on the value of $N$ and any particular nonzero $\gamma_{k j}$ can be chosen to be of modulus unity. For $N \leqslant 4$, relation (10) can be verified and numbers $\gamma_{k j}$ determined by examining the formulas for the roots of quadratic, cubic and quartic equations. ${ }^{8}$ We choose the numbers $\gamma_{k j}$ such that the $u_{k}$ can be written as follows:

For quadratic equations,

$$
\begin{equation*}
u_{1}=A_{1}+A_{2}, \quad u_{2}=A_{1}-A_{2} \tag{11}
\end{equation*}
$$

For cubic equations,

$$
\begin{align*}
& u_{1}=A_{1}+A_{2}+A_{3}, \\
& u_{2}=A_{1}+\omega A_{2}+\omega^{*} A_{3},  \tag{12}\\
& u_{3}=A_{1}+\omega^{*} A_{2}+\omega A_{3},
\end{align*}
$$

where

$$
\begin{equation*}
\omega=e^{i 2 \pi / 3}=-\frac{1}{2}+i \sqrt{3} / 2, \quad \omega^{2}=1 / \omega=\omega^{*} \tag{13}
\end{equation*}
$$

For quartic equations,

$$
\begin{align*}
& u_{1}=A_{1}-A_{2}+i A_{3}, \\
& u_{2}=A_{1}-A_{2}-i A_{3},  \tag{14}\\
& u_{3}=A_{1}+A_{2}+i A_{4}, \\
& u_{4}=A_{1}+A_{2}-i A_{4} .
\end{align*}
$$

The functions $v_{n}$ are related to the $u_{n}$ and the moments $g_{k}$ through the first $N$ of Eqs. (4):

$$
\begin{equation*}
g_{k}=\sum_{n=1}^{N} u_{n}^{k} v_{n}, \quad 0 \leqslant k \leqslant N-1, \tag{15}
\end{equation*}
$$

where the $g_{k}$ are calculated from the differential recursion relation (9a) and (9b) in terms of the potential and $2 N+2$ unspecified functions of time ("integration constants"). The first of Eqs. (15), which is the definition of $g_{0}$, is the solution of (3a).

Under the assumption that the $u_{n}$ satisfy (3c), the $N$ Eqs. (3b) are equivalent to

$$
\begin{align*}
& \frac{\partial}{\partial q} \sum_{n=1}^{N} u_{n}^{k} v_{n}+\frac{\partial}{\partial q} \sum_{n=1}^{N} u_{n}^{k-1} v_{n} \\
& \quad+(k-1) \frac{\partial V}{\partial q} \sum_{n=1}^{N} u_{n}^{k-2} v_{n}, \quad 1 \leqslant k \leqslant N \tag{16}
\end{align*}
$$

This can be obtained by adding the product of (3b) with $u_{n}^{k-1}$ to the product of (3c) with ( $k-1$ ) $u_{n}^{k-2} v_{n}$ and summing over $n$. For $k$ in (16) in the range $1 \leqslant k \leqslant N-1$, we can use (15) to eliminate the summations in (16), thereby obtaining (9a). Because the $g_{k}$ in (15) satisfy (9a) by assumption, Eq. (16) for $1 \leqslant k \leqslant N-1$ are satisfied identically when the $v_{n}$ are determined from (15). When $k=N$, Eq. (16) is not satisfied identically. It is the single condition that must be satisfied in order that functions $u_{n}$ and $v_{n}$ satisfying (3c) and (15) be a solution of the system (3a)-(3c). By using the algebraic recursion relation (5), we can write (16) for $k=N$ as

$$
\begin{equation*}
\frac{\partial}{\partial q} \sum_{k=1}^{N} a_{k} g_{N-k}=\frac{\partial g_{N-1}}{\partial t}+(N-1) g_{N-2} \frac{\partial V}{\partial q} \tag{17}
\end{equation*}
$$

Because the $a_{k}$ are the coefficients of the polynomial (6) whose roots are the $u_{n}$, the $a_{k}$ can be expressed as certain symmetric functions of the $u_{n}$. By so expressing the $a_{k}$, we transform (17) into an equation relating the $u_{n}$ and the first $N$ moments.

In the next two sections, we express the $u_{n}$ for the twoand three-resonance cases as in (11) and (12) and base our analysis on (3c), (15), and (17).

## III. TWO RESONANCES

Substitute (11) into (3c) to obtain the following equations for $A_{1}$ and $A_{2}$ :

$$
\begin{align*}
& \frac{\partial A_{1}}{\partial t}+\frac{\partial A_{2}}{\partial t}+\frac{\partial}{\partial q}\left[\frac{1}{2}\left(A_{1}^{2}+A_{2}^{2}\right)+A_{1} A_{2}\right]=-\frac{\partial V}{\partial q} \\
& \frac{\partial A_{1}}{\partial t}-\frac{\partial A_{2}}{\partial t}+\frac{\partial}{\partial q}\left[\frac{1}{2}\left(A_{1}^{2}+A_{2}^{2}\right)-A_{1} A_{2}\right]=-\frac{\partial V}{\partial q} \tag{18a}
\end{align*}
$$

The difference and sum of these equations yield

$$
\begin{align*}
& \frac{\partial A_{2}}{\partial t}+\frac{\partial}{\partial q}\left(A_{1} A_{2}\right)=0  \tag{19}\\
& \frac{\partial A_{1}}{\partial t}+\frac{1}{2} \frac{\partial}{\partial q}\left(A_{1}^{2}+A_{2}^{2}\right)=-\frac{\partial V}{\partial q} \tag{20}
\end{align*}
$$

We treat (19) by introducing an implicitly defined variable $x$. Let $f(q, t)$ be a particular solution of

$$
\begin{equation*}
\frac{\partial f}{\partial t}+A_{1} \frac{\partial f}{\partial q}=0 \tag{21}
\end{equation*}
$$

Define $x$ by

$$
\begin{equation*}
x=f(q, t) \tag{22}
\end{equation*}
$$

and the inverse by

$$
\begin{equation*}
q=r(x, t) \tag{23}
\end{equation*}
$$

From the identity

$$
\begin{equation*}
x=f[r(x, t), t] \tag{24}
\end{equation*}
$$

it is easy to establish the relations

$$
\begin{equation*}
\frac{\partial f}{\partial q}=\frac{1}{\partial r / \partial x}, \quad \frac{\partial f}{\partial t}=-\frac{\partial r / \partial t}{\partial r / \partial x} \tag{25}
\end{equation*}
$$

From (21) and (25), we see that $A_{1}(q, t)$ is expressible as a function of $x$ and $t$ by

$$
\begin{equation*}
A_{1}(q, t)=\frac{\partial r}{\partial t} \tag{26}
\end{equation*}
$$

Equation (19), written in terms of ( $x, t$ ) instead of ( $q, t$ ), is an ordinary differential equation in $t$ whose solution gives $A_{2}(q, t)$ in terms of $x$ and $t$ :

$$
\begin{equation*}
A_{2}(q, t)=\frac{W(x)}{\partial r / \partial x} \tag{27}
\end{equation*}
$$

where $W(x)$ is arbitrary.
Having expressed $A_{1}$ and $A_{2}$ in terms of the as yet unknown transformation function $r(x, t)$ and the arbitrary function $W(x)$, we shall view (20) as a specification of $\partial V / \partial q$ in terms of ( $x, t$ ) and proceed to write (17) in terms of ( $x, t$ ) as well. This will lead to an interesting and usable characterization of all two-resonance cases in terms of the transformation function.

By using (20), we express $-\partial V / \partial q$ in terms of $r(x, t)$ as

$$
\begin{equation*}
-\frac{\partial V}{\partial q}=\frac{\partial^{2} r}{\partial t^{2}}+\frac{1}{2} \frac{1}{\partial r / \partial x} \frac{\partial}{\partial x}\left[\left(\frac{W(x)}{\partial r / \partial x}\right)^{2}\right] \tag{28}
\end{equation*}
$$

The coefficients $a_{k}$ and moments $g_{k}$ required for (17) can be written as
$a_{1}=-\left(u_{1}+u_{2}\right)=-2 A_{1}, \quad a_{2}=u_{1} u_{2}=A_{1}^{2}-A_{2}^{2}$,
$g_{0}=\epsilon_{1}(t) q+\epsilon_{2}(t), \quad g_{1}=-\frac{1}{2} \dot{\epsilon}_{1}(t) q^{2}-\dot{\epsilon}_{2}(t) q-\dot{\epsilon}_{3}(t)$,
where a dot denotes differentiation with respect to $t$ and where $\epsilon_{1}, \epsilon_{2}$, and $\epsilon_{3}$ are arbitrary functions of $t$. Condition (17) can be written as
$\frac{\partial g_{1}}{\partial t}-\frac{\partial}{\partial q}\left[u_{1} u_{2} g_{0}-\left(u_{1}+u_{2}\right) g_{1}\right]+g_{0} \frac{\partial V}{\partial q}=0$.

It can be transformed to

$$
\begin{equation*}
\frac{\partial}{\partial t}\left[\frac{g_{1}-g_{0} A_{1}}{A_{2}}\right]+\frac{\partial}{\partial q}\left[\frac{A_{1}\left(g_{1}-g_{0} A_{1}\right)}{A_{2}}+g_{0} A_{2}\right]=0 \tag{32}
\end{equation*}
$$

by multiplying by $2 /\left(u_{1}-u_{2}\right)=1 / A_{2}$. We define
$h_{0}(x, t)=g_{0}[r(x, t), t], \quad h_{1}(x, t)=g_{1}[r(x, t), t]$,
and write (32) in terms of $(x, t)$ as
$\frac{\partial}{\partial t}\left[\frac{(\partial r / \partial x)^{2}\left(h_{1}-h_{0}(\partial r / \partial t)\right)}{W(x)}\right]+\frac{\partial}{\partial x}\left[\frac{h_{0} W(x)}{\partial r / \partial x}\right]=0$.

Condition (34), which is the expression of (17) in terms of ( $x, t$ ), has the following significance. For a two-resonance invariant to exist, it is necessary and sufficient that there exist functions $r(x, t)$ and $W(x)$ that satisfy (34), where $h_{0}(x, t)$ and $h_{1}(x, t)$ are defined by (33). The remainder of this section is devoted to exploring some properties of (34) and to writing two-resonance invariants and their associated forces in terms of solutions of (34). In the next section, we proceed to obtain new examples with two resonances.

The second derivative of $r(x, t)$ with respect to $t$ is related to derivatives of $f(q, t)$ by

$$
\begin{equation*}
r_{t t}=-\left[\frac{\partial}{\partial t}-\frac{f_{t}}{f_{q}} \frac{\partial}{\partial q}\right] \frac{f_{t}}{f_{q}} \tag{35}
\end{equation*}
$$

where we have used the subscript notation for derivatives. Thus we can express $-\partial V / \partial q$ from (28) in terms of $f(q, t)$ as

$$
\begin{equation*}
-\frac{\partial V}{\partial q}=-\left[\frac{\partial}{\partial t}-\frac{f_{t}}{f_{q}} \frac{\partial}{\partial q}\right] \frac{f_{t}}{f_{q}}+\frac{1}{2} \frac{\partial}{\partial q}\left\{f_{q} W[f(q, t)]\right\}^{2} \tag{36}
\end{equation*}
$$

The class of potentials that admit an invariant which is quadratic in $p$ is known ${ }^{2,6}$ and is a subset of the potentials that admit a two-resonance invariant. (This is because the reciprocal of a quadratic invariant is an invariant with two poles.) Those potentials can be obtained by taking $f(q, t)$ to be a function of a linear function of $q$,

$$
\begin{equation*}
f(q, t)=F((q-\alpha) / \rho) \tag{37}
\end{equation*}
$$

where $\alpha(t)$ and $\rho(t)$ are arbitrary functions of $t$. Direct calculation shows that this choice of $f(q, t)$ yields

$$
\begin{align*}
-\frac{\partial V}{\partial q}= & \frac{\ddot{\rho}}{\rho}(q-\alpha)+\ddot{\alpha} \\
& +\frac{1}{2 \rho^{2}} \frac{\partial}{\partial q}\left[F^{\prime}\left(\frac{q-\alpha}{\rho}\right) W\left(\frac{q-\alpha}{\rho}\right)\right]^{2} \tag{38}
\end{align*}
$$

where $F^{\prime}(x)=d F / d x$ and a dot denotes differentiation with respect to $t$. Because $W$ and $F$ are arbitrary, (38) gives the class of potentials with invariants quadratic in $p$. It should be noted that the form of $F$ is unimportant for obtaining this result. Since any function of a solution of (21) is also a solution, we could, for example, choose $F$ to be linear. In that case, we must be able to satisfy condition (34) by taking $r(x, t)$ to be linear in $x$. That is indeed possible for arbitrary $W(x)$ by choosing, for example, $h_{0}(x, t)$ to be identically zero and suitably choosing $h_{1}(x, t)$, which is then only a function of $t$.

In order to obtain more general solutions of condition (34), it may be useful to view it as an ordinary differential equation for $W^{2}(x)$ given $r(x, t), h_{0}(x, t)$, and $h_{1}(x, t)$ :
$\frac{1}{2} \frac{h_{0}}{r_{x}} \frac{d W^{2}}{d x}+\left[\frac{\partial}{\partial x}\left(\frac{h_{0}}{r_{x}}\right)\right] W^{2}=-\frac{\partial}{\partial t}\left[r_{x}^{2}\left(h_{1}-h_{0} r_{t}\right)\right]$.

The solution is

$$
\begin{align*}
W^{2}(x)= & \left(\frac{r_{x}}{h_{0}}\right)^{2}\{D(t) \\
& \left.-2 \int_{x_{0}}^{x} d x^{\prime} \frac{h_{0}}{r_{x^{\prime}}} \frac{\partial}{\partial t}\left[r_{x^{\prime}}^{2}\left(h_{1}-h_{0} r_{t}\right)\right]\right\} \tag{40}
\end{align*}
$$

where

$$
D(t)=W^{2}(x) /\left.\left(r_{x} / h_{0}\right)^{2}\right|_{x=x_{0}}
$$

As long as $W^{2}(x)$ calculated from (40) is indeed independent of $t$, then (40) represents a valid solution of (34). Thus a characterization of two-resonance examples is that they can be derived from any functions $r(x, t), h_{0}(x, t)$, and $h_{1}(x, t)$ if $W^{2}(x)$ calculated from those functions via (40) is indeed not a function of $t$. [It is to be remembered that $h_{0}(x, t)$ and $h_{1}(x, t)$ are linear and quadratic functions of $r(x, t)$ as given by (33) and (30).]

It might be thought that new examples with two resonances could be found by requiring that the ratios of the coefficients in (39) be independent of $t$, so that $W^{2}(x)$ would satisfy an equation that does not involve $t$. The two equations that express this requirement, under the assumption that $h_{0}(x, t)$ not vanish identically, are

$$
\begin{align*}
& \frac{\partial}{\partial t}\left[\frac{\partial}{\partial x} \log \left(\frac{h_{0}}{r_{x}}\right)\right]=0  \tag{41}\\
& \frac{\partial}{\partial t}\left\{\frac{r_{x}}{h_{0}} \frac{\partial}{\partial t}\left[r_{x}^{2}\left(h_{1}-h_{0} r_{t}\right)\right]\right\} \tag{42}
\end{align*}
$$

Analysis of these equations leads to the conclusion that $r(x, t)$ can be written as a linear function of a function of $x$. However, since this is the same as taking $f(q, t)$ to be a function of a linear function of $q$, the examples are again from the class given by (38).

The failure of the approach described in the preceding paragraph to yield new examples is associated with the fact that $W(x)$ enters the determination of $\partial V / \partial q$ from (36) in an irrelevant way except when $h_{0}(x, t)$ vanishes identically. If $h_{0}(x, t)$ vanishes identically, then $W(x)$ can be removed from (34) by multiplication and formula (36) for $\partial V / \partial q$ contains $W(x)$ in a nontrivial way. Now suppose that $h_{0}(x, t)$ does not vanish identically. Define $y$ and $s(y, t)$ by

$$
\begin{align*}
& y=\int^{x} W\left(x^{\prime}\right) d x^{\prime}  \tag{43}\\
& s(y, t)=r(x, t)=q \tag{44}
\end{align*}
$$

and the inversion of (44) to give $y$ as a function of $q$ and $t$ by

$$
\begin{equation*}
y=\phi(q, t) \tag{45}
\end{equation*}
$$

In terms of $y$ and $t$, condition (34) is

$$
\begin{equation*}
\frac{\partial}{\partial t}\left\{\left(\frac{\partial s}{\partial y}\right)^{2}\left[g_{1}(s, t)-g_{0}(s, t) \frac{\partial s}{\partial t}\right]\right\}+\frac{\partial}{\partial y}\left[\frac{g_{0}(s, t)}{\partial s / \partial y}\right]=0 \tag{46}
\end{equation*}
$$

which does not involve the function $W$. Equation (36) can be written in terms of $\phi(q, t)$ as

$$
\begin{equation*}
-\frac{\partial V}{\partial q}=-\left[\frac{\partial}{\partial t}-\frac{\phi_{t}}{\phi_{q}} \frac{\partial}{\partial q}\right] \frac{\phi_{t}}{\phi_{q}}+\frac{1}{2} \frac{\partial}{\partial q} \phi_{q}^{2} \tag{47}
\end{equation*}
$$

which also does not involve $W$. Therefore, if $h_{0}(x, t)=g_{0}[r(x, t), t]$ is not identically zero, then $\partial V / \partial q$ is independent of the function $W$.

In fact, we can go further and transform (46) to a form that does not involve the functions $g_{0}$ and $g_{1}$ at all. Again assume that $g_{0}(q, t)$ does not vanish identically and define

$$
\begin{equation*}
K(y, t)=\int^{s(y, t)} d q^{\prime} g_{0}\left(q^{\prime}, t\right) \tag{48}
\end{equation*}
$$

The derivatives of $K(y, t)$ are

$$
\begin{align*}
\frac{\partial K}{\partial y} & =g_{0}(s, t) \frac{\partial s}{\partial y}  \tag{49}\\
\frac{\partial K}{\partial t} & =g_{0}(s, t) \frac{\partial s}{\partial t}+\int^{s(y, t)} d q^{\prime} \dot{g}_{0}\left(q^{\prime}, t\right) \\
& =g_{0}(s, t) \frac{\partial s}{\partial t}-g_{1}(s, t) \tag{50}
\end{align*}
$$

where we have chosen the "integration constant" in (48) such that

$$
\begin{equation*}
K(y, t)+\frac{1}{2} \epsilon_{1}(t) s^{2}+\epsilon_{2}(t) s+\epsilon_{3}(t) \tag{51}
\end{equation*}
$$

Then (46) can be written as

$$
\begin{equation*}
\frac{\partial}{\partial t}\left[\left(\frac{\partial s}{\partial y}\right)^{2} \frac{\partial K}{\partial t}\right]=\frac{\partial}{\partial y}\left[\frac{\partial K / \partial y}{(\partial s / \partial y)^{2}}\right] \tag{52}
\end{equation*}
$$

As will be apparent shortly, it is useful to define a variable $\tau$ and a function $J(y, \tau)$ by

$$
\tau= \begin{cases}2 \int^{t} d t^{\prime} \epsilon_{1}\left(t^{\prime}\right), & \text { for } \epsilon_{1}(t) \neq 0  \tag{53}\\ \int^{t} d t^{\prime} \epsilon_{2}^{2}\left(t^{\prime}\right), & \text { for } \epsilon_{1}(t) \equiv 0\end{cases}
$$

and
$J(y, \tau)= \begin{cases}{\left[1 /\left(2 \epsilon_{1}\right)\right]\left(\epsilon_{1} s+\epsilon_{2}\right)^{2}=K(y, t)+b(\tau),} \\ & \text { for } \epsilon_{1}(t) \neq 0, \\ \epsilon_{2} s+\epsilon_{3}=K(y, t), & \text { for } \epsilon_{1}(t) \equiv 0,\end{cases}$
where

$$
\begin{equation*}
b(\tau)=\frac{\epsilon_{2}^{2}(t)}{2 \epsilon_{1}(t)}-\epsilon_{3}(t) \tag{55}
\end{equation*}
$$

Then (52) becomes
$\frac{\partial}{\partial \tau}\left[\frac{J_{y}^{2}}{J} \frac{\partial}{\partial \tau}(J-b)\right]=\frac{\partial}{\partial y}\left[\frac{J}{J_{y}}\right]$, for $\epsilon_{1}(t) \neq 0$,
$\frac{\partial}{\partial \tau}\left[J_{y}^{2} J_{\tau}\right]=\frac{\partial}{\partial y}\left[\frac{1}{J_{y}}\right]$, for $\epsilon_{1}(t) \equiv 0$.
Equation (56a) or (56b) is the necessary and sufficient condition for a two-resonance invariant to exist if the moment $g_{0}(q, t)$ does not vanish identically.

The introduction of $J(y, \tau)$ is especially convenient because the force - $\partial V / \partial q$ and the invariant can both be expressed directly in terms of $J(y, \tau)$. To calculate the force, we
use (44) and (45) to eliminate $y$ from (54),
$J[\phi(q, t), \tau]= \begin{cases}\left\{1 /\left[2 \epsilon_{1}(t)\right]\right\}\left[\epsilon_{1}(t) q+\epsilon_{2}(t)\right]^{2}, & \epsilon_{1}(t) \not \equiv 0, \\ \epsilon_{2}(t) q+\epsilon_{3}(t), & \epsilon_{1}(t) \equiv 0 .\end{cases}$
(57)

From the two equations obtained from differentiating (57) with respect to $q$ or $t$, we can solve for $\phi_{q}$ and $\phi_{t}$ and use them in (47) to calculate $-\partial V / \partial q$. We can express the result conveniently in terms of

$$
\begin{align*}
& X \equiv \epsilon_{1}(t) q+\epsilon_{2}(t) \quad\left[=g_{0}(q, t)\right],  \tag{58}\\
& \rho(t)=1 / \epsilon_{2}(t), \quad \alpha(t)=-\epsilon_{3}(t) / \epsilon_{2}(t) . \tag{59}
\end{align*}
$$

The derivatives $\phi_{q}$ and $\phi_{t}$ are

$$
\begin{align*}
& \phi_{q}= \begin{cases}X / J_{y}, & \epsilon_{1}(t) \neq 0, \\
\epsilon_{2} / J_{y}, & \epsilon_{1}(t) \equiv 0,\end{cases}  \tag{60}\\
& \phi_{t}= \begin{cases}\frac{(\partial / \partial t)\left\{\left[1 /\left(2 \epsilon_{1}\right)\right] X^{2}\right\}-2 \epsilon_{1} J_{\tau}}{J_{y}}, & \epsilon_{1}(t) \neq 0, \\
\frac{\dot{\epsilon}_{2} q+\dot{\epsilon}_{3}-J_{\tau} \epsilon_{2}^{2}}{J_{y}}, & \epsilon_{1}(t) \equiv 0 .\end{cases} \tag{61}
\end{align*}
$$

The expressions for the force are

$$
\begin{align*}
-\frac{\partial V}{\partial q}= & -\frac{J_{y y}}{J_{y}^{4}} X^{3} \\
& +\left[\frac{1}{2}\left(\frac{1}{\epsilon_{1}}\right)^{-}-\frac{1}{4} \epsilon_{1}\left(\frac{1}{\epsilon_{1}}\right)^{\cdot 2}+\frac{\epsilon_{1}}{J_{y}^{2}}\right] X-\left(\frac{\epsilon_{2}}{\epsilon_{1}}\right)^{-} \\
& +4 \epsilon_{1}^{2} J_{\tau \tau} \frac{1}{X}-4 \epsilon_{1}^{3} J_{\tau}^{2} \frac{1}{X^{3}}, \quad \epsilon_{1}(t) \neq 0  \tag{62}\\
-\frac{\partial V}{\partial q}= & \frac{\ddot{\rho}}{\rho} q+\frac{\rho \ddot{\alpha}-\alpha \ddot{\rho}}{\rho}-\frac{2}{\rho^{3}}\left[\frac{J_{y \tau} J_{\tau}}{J_{y}}+\frac{J_{y y}}{J_{y}^{4}}\right] \\
& \epsilon_{1}(t) \equiv 0
\end{align*}
$$

In order to calculate the invariant from (2), we need to calculate $u_{1}(q, t), u_{2}(q, t), v_{1}(q, t)$, and $v_{2}(q, t)$. We use (54) as an explicit relation between $J(y, \tau)$ and $s(y, t)$ :

$$
J(y, \tau)= \begin{cases}\left\{1 /\left[2 \epsilon_{1}(t)\right]\right\}\left[\epsilon_{1}(t) s(y, t)\right. & \left.+\epsilon_{2}(t)\right]^{2}  \tag{64}\\ & \epsilon_{1}(t) \not \equiv 0 \\ \epsilon_{2}(t) s(y, t)+\epsilon_{3}(t), & \epsilon_{1}(t) \equiv 0\end{cases}
$$

From the two equations obtained from differentiating (64) with respect to $y$ or $t$, we can solve for $s_{y}$ and $s_{t}$. From (26), (27), (43), and (44), we can express $A_{1}$ and $A_{2}$ as

$$
\begin{equation*}
A_{1}=s_{t} \quad \text { and } \quad A_{2}=1 / s_{y} \tag{65}
\end{equation*}
$$

The result for $A_{1}$ and $A_{2}$ is
$A_{1}= \begin{cases}\frac{2 \epsilon_{1} J_{\tau}}{X}+\frac{1}{2}\left(\frac{1}{\epsilon_{1}}\right) X-\left(\frac{\epsilon_{2}}{\epsilon_{1}}\right)^{\cdot}, & \epsilon_{1}(t) \neq 0, \\ \epsilon_{2} J_{\tau}+\left(\frac{1}{\epsilon_{2}}\right)\left(\epsilon_{2} q+\epsilon_{3}\right)-\left(\frac{\epsilon_{3}}{\epsilon_{2}}\right), & \epsilon_{1}(t) \equiv 0,\end{cases}$
$A_{2}= \begin{cases}X / J_{y}, & \epsilon_{1}(t) \neq 0, \\ \epsilon_{2} / J_{y}, & \epsilon_{1}(t) \equiv 0 .\end{cases}$
The functions $u_{1}$ and $u_{2}$ are given in terms of $A_{1}$ and $A_{2}$ by (11).

The functions $v_{1}(q, t)$ and $v_{2}(q, t)$ are obtained by solv-
ing Eqs. (15). The result is

$$
\begin{align*}
& v_{1}=\left(g_{0} u_{2}-g_{1}\right) /\left(u_{2}-u_{1}\right),  \tag{68}\\
& v_{2}=\left(g_{1}-g_{0} u_{1}\right) /\left(u_{2}-u_{1}\right) .
\end{align*}
$$

Finally, the invariant is expressed in terms of $u_{1}, u_{2}, v_{1}$, and $v_{2}$ by (2).

In the next section, we find solutions of (56a) and (56b) that give two-resonance examples of invariants for potentials outside the class given by (38).

## IV. PARTICULAR SOLUTIONS WITH TWO RESONANCES

In this section we find solutions of (56a) and (56b) that determine potentials with invariants of two-resonance form. We begin with (56a) and assume a solution of the form

$$
\begin{equation*}
J(y, \tau)=\delta(\tau) y+\psi(\tau) \tag{69}
\end{equation*}
$$

Substitution of (69) into (56a) and integration once with respect to $\tau$ leads to

$$
\begin{equation*}
\delta^{2} \frac{\partial}{\partial \tau}(\delta y+\psi-b)=\left(\tau-\tau_{0}\right)(\delta y+\psi) \tag{70}
\end{equation*}
$$

In order for (70) to hold, both the linear and constant terms in $y$ have to be equal separately:

$$
\begin{equation*}
\delta \frac{\partial \delta}{\partial \tau}=\tau-\tau_{0} \tag{71a}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\partial \psi}{\partial \tau}-\frac{\tau-\tau_{0}}{\delta^{2}} \psi=\frac{d b}{d \tau} \tag{71b}
\end{equation*}
$$

Equation (71a) has the general solution

$$
\begin{equation*}
\delta^{2}=\tau^{2}-2 \tau_{0} \tau-\tau_{1} \tag{72}
\end{equation*}
$$

Equation (71b) can be transformed by use of (71a) into

$$
\begin{equation*}
\frac{\partial \psi}{\partial \tau}-\frac{1}{\delta} \frac{\partial \delta}{\partial \tau} \psi=\frac{d b}{d \tau} \tag{73}
\end{equation*}
$$

This last equation can be integrated exactly,

$$
\begin{equation*}
\psi(\tau)=\delta_{0} \delta+\delta \int^{\tau} \frac{1}{\delta} \frac{d b}{d \tau^{\prime}} d \tau^{\prime} \tag{74}
\end{equation*}
$$

where $\delta_{0}$ is a constant.
The $J(y, \tau)$ defined by (69), (72), and (74) determines a force that possesses a two-resonance invariant. The result, according to (62), is

$$
\begin{equation*}
-\frac{\partial V}{\partial q}=-\frac{V_{-3}}{X^{3}}-\frac{V_{-2}}{X^{2}}-\frac{V_{-1}}{X}-V_{0}-V_{1} X \tag{75}
\end{equation*}
$$

where

$$
\begin{align*}
& V_{-3}=4 \epsilon_{1}^{3} b_{\tau}^{2},  \tag{76a}\\
& V_{-2}=0,  \tag{76b}\\
& V_{-1}=-4 \epsilon_{1}^{2} b_{\tau \tau},  \tag{76c}\\
& V_{0}=\left(\epsilon_{2} / \epsilon_{1}\right)  \tag{76d}\\
& V_{1}=\frac{\ddot{\epsilon}_{1}}{2 \epsilon_{1}^{2}}-\frac{3}{4} \frac{\dot{\epsilon}_{1}^{2}}{\epsilon_{1}^{3}}+3\left(\tau_{0}^{2}+\tau_{1}\right) \frac{\epsilon_{1}}{\delta^{4}} \tag{76e}
\end{align*}
$$

Here we make the surprising observation that the force given by (75) and (76) has exactly the same $q$ dependence as that associated with a one-resonance invariant. ${ }^{2}$ In fact, as
we shall demonstrate, the class of forces represented by (75) and (76) is the same as the class for which there exists a oneresonance invariant.

Let us denote the potential for the one-resonance case by $W(q, t)$ and write $-\partial W / \partial q$ in the form ${ }^{2}$

$$
\begin{equation*}
-\frac{\partial W}{\partial q}=-\frac{W_{-3}}{Q^{3}}-\frac{W_{-1}}{Q}-W_{0}-W_{1} Q \tag{77}
\end{equation*}
$$

where

$$
\begin{equation*}
Q=\alpha q+\beta \tag{78}
\end{equation*}
$$

and

$$
\begin{align*}
& W_{-3}=\dot{\gamma}^{2} /(4 \alpha)  \tag{79a}\\
& W_{-1}=(\alpha / 2)\left(\dot{\gamma} / \alpha^{2}\right)^{\prime}  \tag{79b}\\
& W_{0}=(\beta / \alpha)  \tag{79c}\\
& W_{1}=\left(\dot{\alpha} / \alpha^{2}\right)^{0} \tag{79d}
\end{align*}
$$

where $\alpha, \beta$, and $\gamma$ are arbitrary functions of time.
We now show that the class of forces represented by (75) and (76) and (77)-(79) are the same. We assume that the forces are not simply linear in $q$. Therefore, $\epsilon_{1}(t)$ and $\alpha(t)$ are nonzero and the forces are singular in $q$. For the forces to be equal, their singularities must be located at the same value of $q$, which implies

$$
\begin{equation*}
\epsilon_{1}(t)=\lambda(t) \alpha(t), \quad \epsilon_{2}(t)=\lambda(t) \beta(t) \tag{80}
\end{equation*}
$$

where $\lambda(t)$ is an as yet unspecified function of $t$. An immediate consequence of $(80)$ is

$$
\begin{equation*}
X=\lambda Q . \tag{81}
\end{equation*}
$$

Therefore the necessary and sufficient conditions for the forces to be equal are

$$
\begin{align*}
& V_{-3}=\lambda^{3} W_{-3}  \tag{82a}\\
& V_{-1}=\lambda W_{-1}  \tag{82b}\\
& V_{0}=W_{0}  \tag{82c}\\
& \lambda V_{1}=W_{1} \tag{82d}
\end{align*}
$$

By virtue of (80), condition (82c) is satisfied. Define
$\tilde{\alpha}(\tau)=\alpha(t), \tilde{\epsilon}_{1}(\tau)=\epsilon_{1}(t), \tilde{\gamma}(\tau)=\gamma(t), \tilde{\lambda}(\tau)=\lambda(t)$.

Then condition (82b) reduces to

$$
\begin{equation*}
b_{\tau \tau}=-\frac{1}{2} \frac{d}{d \tau}\left[\frac{\tilde{\lambda} \tilde{\gamma}_{\tau}}{\tilde{\alpha}}\right] \tag{84}
\end{equation*}
$$

with the solution

$$
\begin{equation*}
b_{\tau}=-\frac{1}{2} \tilde{\lambda} \tilde{\gamma}_{\tau} / \tilde{\alpha}+c_{1} \tag{85}
\end{equation*}
$$

where $c_{1}$ is a constant. Condition (82a) is then equivalent to

$$
c_{1}=0
$$

Condition (82d) can be written as

$$
\begin{equation*}
\frac{d^{2}}{d \tau^{2}}\left(\frac{\tilde{\epsilon}_{1}^{1 / 2}}{\tilde{\alpha}}\right)+\frac{3}{4}\left(\tau_{0}^{2}+\tau_{1}\right) \frac{1}{\delta^{4}}\left(\frac{\tilde{\epsilon}_{1}^{1 / 2}}{\tilde{\alpha}}\right)=0 \tag{86}
\end{equation*}
$$

This equation has a two-parameter family of solutions for each pair ( $\tau_{0}, \tau_{1}$ ). For any pair ( $\tau_{0}, \tau_{1}$ ) and any function $\tilde{\epsilon}_{1}(\tau)$, we can choose a particular $\tilde{\alpha}(\tau)$ to satisfy (86). For that $\tilde{\alpha}(\tau)$, we can then choose any other pair $\left(\tau_{0}, \tau_{1}\right)$ and choose another function $\tilde{\epsilon}_{1}(\tau)$ to again satisfy (86). Thus
varying ( $\tau_{0}, \tau_{1}$ ) does not vary the class of forces that can be represented by (75) and (76). The pair ( $\tau_{0}, \tau_{1}$ ) can be chosen for convenience and any particular solution of (86) can be used for making the forces (75) and (77) equal. Given either $\tilde{\alpha}(\tau)$ or $\tilde{\epsilon}_{1}(\tau)$, the solution of (86) then determines $\tilde{\lambda}(\tau)$. Thus we have demonstrated that the class of forces represented by (75) and (76) is the same as the class with a one-resonance invariant.

Our two-resonance invariant for the force given by (75) is obtained by calculating $u_{1}, u_{2}, v_{1}$, and $v_{2}$ from (11), (66), (67), and (68). The result is

$$
\begin{align*}
& u_{1}=\frac{2 \epsilon_{1} b_{\tau}}{X}-\left(\frac{\dot{\epsilon}_{1}}{2 \epsilon_{1}^{2}}-\frac{\delta_{\tau}}{\delta} \mp \frac{1}{\delta}\right) X-\left(\frac{\epsilon_{2}}{\epsilon_{1}}\right)  \tag{87}\\
& v_{1}=\left(1 \mp \delta_{\tau}\right) X / 2  \tag{88}\\
& 2
\end{align*}
$$

The invariant is
$I(q, p, t)=-\int^{t} \epsilon_{1} d t^{\prime}+\frac{X}{2}\left(\frac{1-\delta_{\tau}}{p-u_{+}}+\frac{1+\delta_{\tau}}{p-u_{-}}\right)$.
This invariant is functionally independent of an $N=1$ invariant for the same force for nearly all values of $\tau_{0}$ and $\tau_{1}$. An $N=1$ invariant can be written as ${ }^{1,2}$

$$
\begin{equation*}
I_{1}=c(t) \frac{p-\left(g_{1} / g_{0}-\left(g_{0} / c\right)\right)}{p-\left(g_{1} / g_{0}\right)} \tag{90}
\end{equation*}
$$

where

$$
c(t)=-\int^{t} d t^{\prime} \epsilon_{1}\left(t^{\prime}\right)
$$

The only class of $N=2$ invariants that can be constructed from $I_{1}$ is

$$
\begin{equation*}
I_{2}=k_{1} I_{1}+k_{2} / I_{1} \tag{91}
\end{equation*}
$$

where $k_{1}$ and $k_{2}$ are any constants. The poles for $I_{2}$ are

$$
\begin{equation*}
u_{1}=g_{1} / g_{0} \quad \text { and } \quad u_{2}=u_{1}-g_{0} / c \tag{92}
\end{equation*}
$$

An examination of (87) shows that the poles for the tworesonance invariant defined by (89) satisfy

$$
\begin{equation*}
u_{2}-u_{1}=-g_{0} / c=-X / c \tag{93}
\end{equation*}
$$

only if $\tau_{0}=\tau_{1}=0$. A similar consideration shows that nearly all of the $N=2$ invariants derived in Ref. 2 for this force are also functionally independent of $I_{1}$.

New two-resonance examples can be found by applying the Lie theory of extended groups to (56a) and (56b) to identify similarity solutions. Following Bluman and Cole ${ }^{9}$ with the help of a MACSYMA computer code written by J. L. Schwarzmeier, the only similarity variable that we found is

$$
\begin{equation*}
\chi=\tau y . \tag{94}
\end{equation*}
$$

In terms of this variable, there are similarity solutions of the form

$$
\begin{equation*}
J(\tau, y)=F(\chi)=F(\tau y) \tag{95}
\end{equation*}
$$

Using (95) as an ansatz in (56a), we find that $b(\tau)$ has the form

$$
\begin{equation*}
b(\tau)=k_{0}+k_{1} \log \tau \tag{96}
\end{equation*}
$$

where $k_{0}$ and $k_{1}$ are constants. Assuming $b(\tau)$ to be of this form and substituting (95) into (56a), we get a second-order ordinary differential equation for $F(\chi)$. That equation
can be integrated once with the result

$$
\begin{equation*}
\chi F^{\prime 2}\left(\chi F^{\prime}-k_{1}\right) / F=1 / F^{\prime}+F_{0} \tag{97}
\end{equation*}
$$

where $F_{0}$ is an integration constant. Any solution of this equation will lead to a potential with a two-resonance invariant. These examples are new.

We now turn to a consideration of (56b). An ansatz like (69) would not lead to anything new because then $y$ could be expressed as a linear function of $q$, which would imply that the force is in the class defined by (38). Therefore we adopt the similarity ansatz (95).

Substituting (95) into (56b) and integrating once with respect to $\chi$ yields

$$
\begin{equation*}
\chi^{2}\left(\frac{d F}{d \chi}\right)^{4}-F_{0} \frac{d F}{d \chi}=1 \tag{98}
\end{equation*}
$$

where $F_{0}$ is an integration constant. Here we make the observation that if the solution of (98) were a homogeneous function of $\chi$ then the similarity solution would be separable and the resulting potential would belong to the same category represented by (38). In fact, by assuming $F=\chi^{\epsilon}$ we find that $\epsilon$ would have to satisfy

$$
\begin{equation*}
4 \epsilon-2=\epsilon-1=0 \tag{99}
\end{equation*}
$$

which is impossible. If we took $F_{0}=0$, then the solution of (98) would be

$$
\begin{equation*}
F(\chi)=k \sqrt{ } \chi+F_{1} \tag{100}
\end{equation*}
$$

where $k$ and $F_{1}$ are constants. But, from (54), (44), (43), and (22), this solution implies that $f(q, t)$ is a function of a linear function of $q$; therefore the potential would again fall into the category represented by (38). The conclusion is that we have to find a solution of (98) with $F_{0} \neq 0$ in order to obtain a potential that is not already included in (38). This is possible to achieve in parametric form because (98) does not depend explicitly on $F$ ( see Ref. 10 ).

To find the parametric solution of (98), we first solve (98) for $\chi$ :

$$
\begin{equation*}
\chi=\Phi\left(\frac{d F}{d \chi}\right)=\frac{\left(1+F_{0} d F / d \chi\right)^{1 / 2}}{(d F / d \chi)^{2}} \tag{101}
\end{equation*}
$$

Then

$$
\begin{align*}
& F(\chi)=F_{1}+\lambda \chi-\int^{\lambda} \Phi(\sigma) d \sigma  \tag{102a}\\
& \chi=\Phi(\lambda)=\left(1+F_{0} \lambda\right)^{1 / 2} / \lambda^{2} \tag{102b}
\end{align*}
$$

where $F_{1}$ is a constant, is a solution in terms of the parameter $\lambda$. The parameter $\lambda$ is given implicitly as a function of $\chi$ by (102b). Performing the integral in (102a) we get

$$
\begin{align*}
F(\chi)= & F_{1}+2 \frac{\left(1+F_{0} \lambda\right)^{1 / 2}}{\lambda} \\
& +\frac{F_{0}}{2} \log \left(\frac{\left(1+F_{0} \lambda\right)^{1 / 2}+1}{\left(1+F_{0} \lambda\right)^{1 / 2}-1}\right) \tag{103}
\end{align*}
$$

The $J(y, \tau)$ defined by (103), (102b), and (95) determines a force that possesses a two-resonance invariant. The result according to (63) is

$$
\begin{align*}
-\frac{\partial V}{\partial q}= & \frac{\ddot{\rho}}{\rho} q+\frac{\rho \ddot{\alpha}-\alpha \ddot{\rho}}{\rho} \\
& -\frac{1}{\rho^{3}} \frac{1}{\tau^{2}} \frac{2 F_{0}\left(1+F_{0} \lambda\right)^{1 / 2}}{\left(4+3 F_{0} \lambda\right)} \tag{104}
\end{align*}
$$

Were it not for the factor of $1 / \tau^{2}$, this force would be in the class represented by (38). This is a result of (103), (95), (54), and (44), which show that $\lambda$ is a function of $\epsilon_{2} q+\epsilon_{3}=(q-\alpha) / \rho$. Because of the factor $1 / \tau^{2}$, the force given by (104) is a new example of a force with a two-resonance invariant.

Our two-resonance invariant for the force given by (104) is obtained by calculating $u_{1}, u_{2}, v_{1}$, and $v_{2}$ from (11), (66), (67), and (68) using

$$
\begin{equation*}
J_{y}=\lambda \tau, \quad J_{\tau}=\lambda y, \quad y=\left(1+F_{0} \lambda\right)^{1 / 2} /\left(\tau \lambda^{2}\right) \tag{105}
\end{equation*}
$$

Because $\epsilon_{1}$ is zero, $c(t)$ will be a constant. We incorporate it into the invariant and write

$$
\begin{equation*}
I(q, p, t)=v_{1} /\left(p-u_{1}\right)+v_{2} /\left(p-u_{2}\right) \tag{106}
\end{equation*}
$$

## V. THREE RESONANCES

The three-resonance case can be formulated in analogy to the formulation for two resonances that was presented in Sec. III. Although we have not been able to carry the analysis through in detail, we present the formulation in order to provide a basis for further study.

The following equations for $A_{1}, A_{2}$, and $A_{3}$ are obtained by substituting (12) into (3c):

$$
\begin{align*}
\frac{\partial A_{1}}{\partial t} & +\frac{\partial A_{2}}{\partial t}+\frac{\partial A_{3}}{\partial t} \\
& +\frac{\partial}{\partial q}\left[\frac{1}{2}\left(A_{1}^{2}+A_{2}^{2}+A_{3}^{2}\right)\right. \\
& \left.+A_{1} A_{2}+A_{2} A_{3}+A_{1} A_{3}\right]=-\frac{\partial V}{\partial q}  \tag{107a}\\
\frac{\partial A_{1}}{\partial t} & +\omega \frac{\partial A_{2}}{\partial t}+\omega^{*} \frac{\partial A_{3}}{\partial t} \\
& +\frac{\partial}{\partial q}\left[\frac{1}{2}\left(A_{1}^{2}+\omega^{*} A_{2}^{2}+\omega A_{3}^{2}\right)\right. \\
& \left.+\omega A_{1} A_{2}+A_{2} A_{3}+\omega^{*} A_{1} A_{3}\right]=-\frac{\partial V}{\partial q}  \tag{107b}\\
\frac{\partial A_{1}}{\partial t} & +\omega^{*} \frac{\partial A_{2}}{\partial t}+\omega^{\frac{\partial A_{3}}{\partial t}} \\
& +\frac{\partial}{\partial q}\left[\frac{1}{2}\left(A_{1}^{2}+\omega A_{2}^{2}+\omega^{*} A_{3}^{2}\right)\right. \\
& \left.+\omega^{*} A_{1} A_{2}+A_{2} A_{3}+\omega A_{1} A_{3}\right]=-\frac{\partial V}{\partial q} \tag{107c}
\end{align*}
$$

Subtract (107a) from (107b) and (107c) and add (107a) through (107c) to get

$$
\begin{align*}
& \epsilon \frac{\partial A_{2}}{\partial t}+\epsilon^{*} \frac{\partial A_{3}}{\partial t} \\
& \quad+\frac{\partial}{\partial q}\left[\frac{1}{2}\left(\epsilon^{*} A_{2}^{2}+\epsilon A_{3}^{2}\right)+\epsilon A_{1} A_{2}+\epsilon^{*} A_{1} A_{3}\right]=0 \tag{108a}
\end{align*}
$$

$\epsilon * \frac{\partial A_{2}}{\partial t}+\epsilon \frac{\partial A_{3}}{\partial t}$
$+\frac{\partial}{\partial q}\left[\frac{1}{2}\left(\epsilon A_{2}^{2}+\epsilon^{*} A_{3}^{2}\right)+\epsilon^{*} A_{1} A_{2}+\epsilon A_{1} A_{3}\right]=0$,
$\frac{\partial A_{1}}{\partial t}+\frac{\partial}{\partial q}\left[\frac{1}{2} A_{1}^{2}+A_{2} A_{3}\right]=-\frac{\partial V}{\partial q}$,
where

$$
\begin{equation*}
\epsilon=\omega-1 \tag{110}
\end{equation*}
$$

In analogy with the treatment for two resonances, we try to satisfy (108a) and (108b) in a general way and we take (109) as a formula for calculating $\partial V / \partial q$ in terms of $A_{1}, A_{2}$, and $A_{3}$.

The difference of (108a) and (108b) is equivalent to

$$
\begin{align*}
& \frac{\partial}{\partial t}\left(A_{2}-A_{3}\right) \\
& \quad+\frac{\partial}{\partial q}\left\{\left(A_{2}-A_{3}\right)\left[A_{1}-\frac{1}{2}\left(A_{2}+A_{3}\right)\right]\right\}=0 . \tag{111}
\end{align*}
$$

This is of the same form as (19). We again define a variable $x$ and functions $f(q, t)$ and $r(x, t)$. The function $f(q, t)$ is some particular solution of

$$
\begin{equation*}
\frac{\partial f}{\partial t}+\left[A_{1}-\frac{1}{2}\left(A_{2}+A_{3}\right)\right] \frac{\partial f}{\partial q}=0 \tag{112}
\end{equation*}
$$

The variable $x$ is defined by

$$
\begin{equation*}
x=f(q, t) \tag{113}
\end{equation*}
$$

and the inverse is

$$
\begin{equation*}
q=r(x, t) \tag{114}
\end{equation*}
$$

In analogy with (26) and (27) we have

$$
\begin{align*}
& A_{1}-\frac{1}{2}\left(A_{2}+A_{3}\right)=\frac{\partial r}{\partial t}  \tag{115}\\
& A_{2}-A_{3}=\frac{W(x)}{\partial r / \partial x} \tag{116}
\end{align*}
$$

where $W(x)$ is arbitrary. Thus $A_{2}(q, t)$ and $A_{3}(q, t)$ can be written in terms of $r(x, t)$ and $W(x)$ as

$$
\begin{align*}
& A_{2}=A_{1}-\frac{\partial r}{\partial t}+\frac{1}{2} \frac{W(x)}{\partial r / \partial x}  \tag{117a}\\
& A_{3}=A_{1}-\frac{\partial r}{\partial t}-\frac{1}{2} \frac{W(x)}{\partial r / \partial x} \tag{117b}
\end{align*}
$$

The sum of (108a) and (108b) yields

$$
\begin{align*}
& \frac{\partial}{\partial t}\left(A_{2}+A_{3}\right) \\
& \quad+\frac{\partial}{\partial q}\left[\frac{1}{2}\left(A_{2}^{2}+A_{3}^{2}\right)+A_{1}\left(A_{2}+A_{3}\right)\right]=0 \tag{118}
\end{align*}
$$

which, by using (117), can be written in terms of $x$ and $t$ as
$2 \frac{\partial}{\partial t}\left(B_{1}-r_{t}\right)-2 \frac{r_{t}}{r_{x}} \frac{\partial}{\partial x}\left(B_{1}-r_{t}\right)+\frac{1}{r_{x}} \frac{\partial}{\partial x}\left[\left(B_{1}-r_{t}\right)^{2}\right.$

$$
\begin{equation*}
\left.+\frac{1}{4}\left(\frac{W(x)}{r_{x}}\right)^{2}+2 B_{1}\left(B_{1}-r_{t}\right)\right]=0 \tag{119}
\end{equation*}
$$

where

$$
\begin{equation*}
B_{1}(x, t)=A_{1}(q, t) \tag{120}
\end{equation*}
$$

We have not succeeded in solving (119) and, therefore, cannot proceed to study (17) with this approach. We attempted to get a class of solutions by viewing (119) as an ordinary differential equation for $W^{2}(x)$ and requiring that the ratios of the coefficients be independent of $t$. That analysis led to the conclusion that the potential would have to be restricted to the case of a driven linear oscillator. Since that problem is well understood, it was unnecessary to study (17) in this case.

## VI. DISCUSSION

We have succeeded in establishing a fairly clear picture of two-resonance invariants and the potentials which admit them. Our examples extend the previously known examples of two-resonance invariants in an interesting way. The case of three resonances remains poorly developed.

An attractive avenue for further research, which holds the prospect for progress when there are more than two resonances, is to return to the general considerations presented by Lewis and Leach in Sec. VI of Ref. 2. If our results for the two-resonance case were understood in their context, then it would seem likely that the case of three or more resonances could be tackled more successfully.

It would also be valuable to investigate the consequences of removing the restriction of simple momentum poles in the original ansatz for the form of an invariant.
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In an ideal two-dimensional incompressible fluid, $\theta$ statistics for a pair of identical quantum point vortices is not well defined.

## I. INTRODUCTION

The classical equations of motion for point vortices in an effectively two-dimensional incompressible fluid (e.g., a thin film) are well known to form a Hamiltonian system. The relative motion of two vortices of equal circulation is described by the equation $d x / d t=\{x, H\}=\partial H / \partial y$ and $d y / d t=\{y, H\}=-\partial H / \partial x$, where, after subtracting the individual vortex self-energies, $H=-\pi^{-1} \ln \left(x^{2}+y^{2}\right)$, and where the Cartesian coordinates $x=x_{1}-x_{2}$ and $y=y_{1}$ $-y_{2}$ are canonically conjugate; i.e., $\{x, y\}=1$. For simplicity we have set the circulation $\kappa=2$, a scale factor $a=1$, and $\rho \delta=1$ (where $\rho$ is the density and $\delta$ the thickness of the fluid film). Using the fact that the phase space for this system has a nontrivial topology (that of the plane $\mathbb{R}^{2}$ without the origin), it was recently argued in an interesting paper ${ }^{1}$ that the quantum vortices obtained by quantizing these classical equations obey the $\theta$ statistics introduced earlier for two-dimensional particle systems by several physicists, ${ }^{2}$ with either $\theta=\pi / 2$ or $3 \pi / 2$. This conclusion is based on a change of variables between Cartesian and polar coordinates which appears to allow the introduction of a polar angle $\phi$ and an associated winding number (of one vortex about the other), in terms of which the $\theta$ statistics can be defined. The allowed values of $\theta$ are determined from the eigenvalues of the angular momentum operator. Subsequently the conclusion was generalized to $\theta(N)=\pi / N$ or $\pi / N+\pi$ for the case of $N$ identical point vortices. ${ }^{3}$

In this paper, we conclude that it is in fact not possible to assign $\theta$ statistics consistently to identical point vortices in an incompressible fluid within the framework of quantizing the above classical equations. Mathematically, the statistics of a quantum system depends on the topology of its configuration space, not its phase space. ${ }^{4}$ In this sense statistics is kinematical rather than dynamical. We shall see below that although the classical phase space for this problem is multiply connected, no multiply connected quantum configuration space can be introduced that is consistent with the interpretation of the angular momentum operator as the generator of physical rotations. In particular, a mathematical argument taking account of operator domains demonstrates that this cannot be accomplished by transforming to polar coordinates as in Ref. 1. We also consider other proposed phase operators, ${ }^{5}$ and examine why they cannot be used in this context to define $\theta$ statistics.

The physical reason underlying our result is the following. Because $x$ and $y$ are canonically conjugate, the problem is effectively one dimensional. The uncertainty principle im-
plies that the winding number can be measured only for trajectories where the vortices are well separated. If the vortices are sufficiently close (so that the region of uncertainty includes the origin), one cannot observe whether one vortex has passed "above" or "below" the other. Consequently $\theta$ statistics cannot be defined in terms of the winding number.

## II. QUANTIZATION IN CARTESIAN AND POLAR COORDINATES

Let us see why in the context of the present model the transformation from Cartesian to polar coordinates cannot be implemented quantum mechanically. Classically we have $x=r \cos \phi \quad$ and $y=r \sin \phi, \quad$ with $\left\{r^{2} / 2, \phi\right\}=1$ and $H=-\pi^{-1} \ln r^{2}$. To construct an analogous quantum-mechanical transformation, let the operators $x, y=(1 / i) d / d x$, and $H=-\pi^{-1} \ln \left(x^{2}+y^{2}\right)$ be defined on the "Cartesian" Hilbert space $\mathscr{H}_{c}=L^{2}(R)$, where $x$ and $y$ satisfy $[x, y]=i$ (setting $\hbar=1$ ). The spectrum of $\left(x^{2}+y^{2}\right) / 2$ is the usual "harmonic oscillator" spectrum $\left\{n+\frac{1}{2} ; n=0,1,2, \ldots\right\}$. Likewise let the operators $\phi$ and $r^{2} / 2=-(1 / i) d / d \phi$ be defined on the "polar" Hilbert space $\mathscr{H}_{p}=L^{2}\left(S^{1}\right)$, where the commutator $\left[r^{2} / 2, \phi\right]=i$ formally holds. Next consider the domains on which these operators are defined. Since $\phi$ is bounded, it is defined everywhere; $D(\phi)=\mathscr{H}_{p}$. There is, however, a one-parameter family of distinct self-adjoint operators which can be defined from the differential operator $-(1 / i) d / d \phi$, on the domains $D_{\theta}$ of suitably smooth functions $\Phi(\phi)$ such that $\Phi(2 \pi)=\exp (-i \theta) \Phi(0)$. Defining $r^{2} / 2$ on $D_{\theta}$, its eigenfunctions are $\exp [-i(n+\theta / 2 \pi) \phi]$ with eigenvalues $n+\theta / 2 \pi$ for $n=0, \pm 1, \pm 2, \ldots$, which are unbounded above and below. ${ }^{6}$

Now a symmetric form of the coordinate transformation is needed to preserve the self-adjointness of the operators, which led [Ref. 1, Eqs. (18) and (19)] to the definition

$$
\begin{align*}
\tilde{x}= & {[\exp (i \phi / 2) r \exp (i \phi / 2)} \\
& +\exp (-i \phi / 2) r \exp (-i \phi / 2)] / 2,  \tag{1}\\
\tilde{y}= & {[\exp (i \phi / 2) r \exp (i \phi / 2)} \\
& -\exp (-i \phi / 2) r \exp (-i \phi / 2] / 2 i .
\end{align*}
$$

We have introduced tildes in these equations to label operators that act in $\mathscr{H}_{p}$ rather than $\mathscr{H}_{c}$. For the physics to be independent of the choice of coordinate system, there must be an isometry $U: \mathscr{H}_{c} \rightarrow \mathscr{H}_{p}$ such that $x=U^{-1} \tilde{x} U$ and $y=U^{-1} \tilde{y} U$. In order for the transformation of Eq. (1) to be defined, the operator $r$ must exist. But $r$ can be defined only on the subspace of $\mathscr{H}_{p}$ where the spectrum of $r^{2}$ is
positive. Consequently the best one can do in setting up a correspondence between Cartesian and polar coordinates is to define $U$ to map $\mathscr{H}_{c}$ onto a subspace $\mathscr{H}_{p}^{+}$of $\mathscr{H}_{p}$.

To determine the appropriate subspace $\mathscr{H}_{p}^{+}$and construct $U$, we consider the angular momentum operator $L_{z}$ in $\mathscr{H}_{c}$, defined to be the infinitesimal generator of physical rotations. Thus

$$
R(\alpha)^{-1} x R(\alpha)=x \cos \alpha-y \sin \alpha
$$

and

$$
R(\alpha)^{-1} y R(\alpha)=y \cos \alpha+x \sin \alpha,
$$

where $R(\alpha)=\exp \left(-i \alpha L_{z}\right)$, leading to the formula $L_{z}$ $=-\left(x^{2}+y^{2}\right) / 2+c$, where $c$ is a constant. In Ref. 1 the choice $c=0$ is made. In any case, the spectrum of $L_{z}$ is $\left\{-\left(n+\frac{1}{2}\right)+c ; n=0,1,2, \ldots\right\}$. Let

$$
\widetilde{L}_{z}=-\left(\tilde{x}^{2}+\tilde{y}^{2}\right) / 2+c
$$

be the corresponding operator in $\mathscr{H}_{p}$. From Eqs. (1) we have

$$
\begin{align*}
\widetilde{L}_{z}= & -\left[\exp (i \phi / 2) r^{2} \exp (-i \phi / 2)\right. \\
& \left.+\exp (-i \phi / 2) r^{2} \exp (i \phi / 2)\right] / 4+c . \tag{2}
\end{align*}
$$

For the negative eigenvalues of $\widetilde{L}_{z}-c$ to coincide with the spectrum of $L_{z}-c$, it is necessary in Eq. (2) for the domain of $r^{2}$ to be $D_{\theta=0}$ and the domain of $\widetilde{L}_{z}$ to be $D_{\theta=\pi}$. Then we must choose $\mathscr{H}_{p}^{+}$to be the closed subspace of $\mathscr{H}_{p}$ spanned by $\left\{\exp \left[-i\left(n+\frac{1}{2}\right) \phi\right] ; n=0,1,2, \ldots\right\}$. Now Eq. (2) makes sense in $\mathscr{H}_{p}$, while $\widetilde{L}_{z}$ maps vectors in $\mathscr{H}_{p}^{+} \cap D_{\theta=\pi}$ to $\mathscr{H}_{p}^{+}$. The commutation relation $\left[r^{2} / 2, \phi\right]=i$ is satisfied on the dense domain of vectors $\Phi \in D_{\theta=0}$ such that $\phi \Phi \in \mathrm{D}_{\theta=0}$ (which is not, however, a very large domain-its elements are wave functions that vanish at $\phi=0$ and $\phi=2 \pi$, and thus belong to $D_{\theta}$ for all $\theta$ ). Moreover in Eqs. (1), $\tilde{x}$ and $\tilde{y}$ map vectors in $\mathscr{H}_{p}^{+} \cap D_{\theta=\pi}$ to $\mathscr{H}_{p}^{+}$, and the transformation makes sense in $\mathscr{H}_{p}$ with

$$
r: \exp (-i n \phi) \rightarrow(2 n)^{1 / 2} \exp (-i n \phi) \quad \text { for } n \geqslant 0
$$

We emphasize, however, that the domain of $\widetilde{L}_{z}$ is not the same as the domain of $r^{2}$. Thus the classical relation $\tilde{x}^{2}+\tilde{\boldsymbol{y}}^{2}=r^{2}$ is not valid as an operator equation, nor can $\tilde{x}^{2}+\tilde{y}$ and $r^{2}$ be made equal by adding a constant, although they are both given by the same differential operator - $(2 / i) d / d \phi$ on their respective domains.

Nevertheless, we can use the correspondence between eigenfunctions of $L_{z}$ and $\widetilde{L}_{z}$ to define $U$. The eigenfunctions of $L_{z}$ are normalized Hermite functions $\Psi_{n}(x)$, $n=0,1,2, \ldots$. The eigenfunctions with corresponding eigenvalues of $\widetilde{L}_{z}$ in $\mathscr{H}_{p}^{+}$are

$$
\Phi_{n}(\phi)=(2 \pi)^{-1 / 2} \exp \left[-i\left(n+\frac{1}{2}\right) \phi\right] .
$$

The isometry $U$ is now generated by linearity and continuity from $U \Psi_{n}=\Phi_{n}$. Thus the image of $U$ is $\mathscr{H}_{p}^{+}$, and $U L_{z} U^{-1}$ $=\widetilde{L}_{z}$ on the domain of $\widetilde{L}_{z}$ in $\mathscr{H}_{p}^{+}$. A simple computation verifies that $\Phi_{n}$ satisfies the same recursion relation for $\tilde{x}$ as $\Psi_{n}$ does for $x$, namely

$$
\tilde{x} \boldsymbol{\Phi}_{n}=\left[(n+1)^{1 / 2} \Phi_{n+1}+n^{1 / 2} \Phi_{n-1}\right] / 2 .
$$

Hence $U x U^{-1}=\tilde{x}$ on the domain of $\tilde{x}$ in $\mathscr{H}_{p}^{+}$, and by a
similar argument $U y U^{-1}=\tilde{y}$. This construction of $U$ parallels that used in discussing action-angle variables. ${ }^{7}$

Since the vortices are identical, the wave functions that describe them must undergo a fixed phase change when rotated by $\pi$ (not just by $2 \pi$ ). The equation $\exp \left(-i \pi L_{z}\right) \Psi_{n}$ $=\exp (i \theta) \Psi_{n}$ in $\mathscr{H}_{c}$, or equivalently $\exp \left(-i \pi \widetilde{L}_{z}\right) \Phi_{n}$ $=\exp (i \theta) \Phi_{n}$ in $\mathscr{H}_{p}^{+}$, gives $\exp [i \pi(n+1 / 2-c)]$ $=\exp (i \theta)$. Thus either $n=0,2,4, \ldots$ with $\theta=\left(\frac{1}{2}-c\right) \pi$, or $n=1,3,5, \ldots$, with $\theta=\left(\frac{3}{2}-c\right) \pi$.

But it is now apparent that $U$ is incompatible with the operator $\phi$. For any nonzero $\Phi$ in $\mathscr{H}_{p}^{+}, \phi \Phi$ is not in $\mathscr{H}_{p}^{+}$; thus $\phi$ is not an operator in $\mathscr{H}_{p}^{+}$. This means the polar angle operator on $\mathscr{H}_{c}, U^{-1} \phi U$, does not exist because the range of $\phi U$ meets the domain of $U^{-1}$ only at $\Phi=0$. In short it is not possible to choose the domains of self-adjoint operators $x, y, r^{2}$, and $\phi$ so that the Cartesian and polar coordinate descriptions are equivalent, with Eqs. (1) and the commutation relations $[x, y]=i$ and $\left[r^{2} / 2, \phi\right]=i$ simultaneously satisfied on appropriate subdomains. Thus the polar angle $\phi$ is not an observable, and cannot be used to measure a winding number for the quantum vortices. While one can talk mathematically about a phase change of $\exp (i \theta)$ in a wave function under the action of the rotation operator $\exp \left(-i \pi L_{z}\right)$, one cannot perform a physical measurement of the phase. As a result the constant $c$ in $L_{z}$ is physically indeterminate, and therefore arbitrary.

For the case of a coherent state describing widely separated vortices, such as an asymptotic state in a semiclassical approximation, a winding number could be defined by localizing in $x$ and $y$, and defining the phase angle as $\tan ^{-1}(\langle y\rangle /\langle x\rangle)$. But because high angular momentum values enter, a small uncertainty in the angle results in a large uncertainty in the phase shift. Thus $c$ remains indeterminate even in the semiclassical approximation.

## III. OTHER CANDIDATES FOR THE PHASE OBSERVABLE

We have seen in detail why the polar angle $\phi$ is not an observable. Let us now consider other candidates for the phase observable. The operator $\phi^{\prime}=U^{-1} P \phi U$, where $P$ denotes orthogonal projection onto $\mathscr{H}_{p}^{+}$, defines a bounded self-adjoint operator (and thus an observable) in $\mathscr{H}_{c}$. It turns out that $\phi^{\prime}$ is equivalent to the phase observables defined to be canonically conjugate to the number operator $N_{\text {op }}$ in Ref. 5 (with $L_{z}$ equivalent to $-N_{\text {op }}-\frac{1}{2}+c$ ). Thus $L_{z}$ and $\phi^{\prime}$ are canonically conjugate on a certain domain; however, the domain is not sufficiently large to permit exponentiation of the commutation relation. Since $\phi^{\prime}$ is selfadjoint, one can transform to a Hilbert space $\mathscr{H}^{\prime}=L^{2}\left(S^{1}\right)$ on which $\phi^{\prime}$ is diagonal; i.e., $\phi^{\prime} \Phi^{\prime}(\omega)=\omega \Phi^{\prime}(\omega)$ for all $\Phi^{\prime} \in \mathscr{H}^{\prime}$. To describe the effect of a physical rotation on $\phi^{\prime}$, define $\phi_{\alpha}^{\prime}=\exp \left(i \alpha L_{z}\right) \phi^{\prime} \exp \left(-i \alpha L_{z}\right)$. For statistics to be associated with measurement of the winding of vortices, it would have to be the case that

$$
\phi_{\alpha}^{\prime} \Phi^{\prime}(\omega)=[(\omega+\alpha) \bmod 2 \pi] \Phi^{\prime}(\omega),
$$

whence $\phi^{\prime}$ and $\phi_{\alpha}^{\prime}$ would commute. But it can be shown explicitly that $\left[\phi^{\prime}, \phi_{\alpha}^{\prime}\right] \neq 0$. Indeed, for $\phi_{a}^{\prime}$ to act as indicated would require $L_{z}$ to be an infinitesimal generator of rotation
in $\omega$ space. Then $L_{z}$ would necessarily be a self-adjoint operator $(1 / i) d / d \omega$ on a domain $D_{\theta}$ of suitably smooth functions $\Phi(\omega)$ such that $\Phi^{\prime}(2 \pi)=\exp (-i \theta) \Phi^{\prime}(0)$, with eigenvalue spectrum unbounded above and below-and could not be the physical rotation operator for our problem.

## IV. COMMENTS ON RELATED MODELS

## A. Vortex dipoles

We have seen that $\theta$ statistics is ill-defined for identical quantum point vortices. The same argument applies to a pair of distinguishable vortices, as long as the relative coordinates are canonically conjugate, which is true unless the vortices have equal and opposite circulations. In that case the $x$ and $y$ relative coordinates commute. ${ }^{8}$ This occurs because the circulation enters both the Hamiltonian and the commutation relations. When the vortices are identical, $x$ and $y$ commute with $X=\left(x_{1}+x_{2}\right) / 2$ and $Y=\left(y_{1}+y_{2}\right) / 2$, respectively, i.e., $[x, X]=[y, Y]=0$, while $[x, y]=4[X, Y]=i$. When the circulations are opposite, $x$ and $y$ commute with each other and are conjugate to $X$ and $Y$, respectively. Thus $x$ and $y$ can be observed simultaneously by giving up information about $X$ and $Y$, and the configuration space, $\mathbb{R}^{2}$ without the origin, is multiply connected. When one vortex circles the other by $2 \pi$, the wave function can be multiplied by an arbitrary observable phase $\exp (i \theta)$, with any value of $\theta$ between 0 and $2 \pi$ kinematically allowed. Such a "vortex dipole" system is of interest because of its relation to the KosterlitzThouless model. ${ }^{9}$ As has been remarked elsewhere, in two dimensions "unusual statistics" makes sense even for particles which are not identical. ${ }^{4}$

## B. Microscopic model for a compressible superfluid

Haldane and $\mathrm{Wu},{ }^{10}$ starting from a particular microscopic model for a compressible superfluid, have also argued that $\theta$ statistics for identical quantum point vortices is ill defined. While we agree with their conclusion, we stress that the results established here are rigorous, do not depend on a particular microscopic model, and follow directly from the assumptions of the model of Ref. 1, irrespective of its intended domain of application.

## C. Quantum hydrodynamics

The authors have proposed that theories of quantum hydrodynamics based on infinitely many degrees of freedom can be obtained from the classical configuration space. ${ }^{11}$ For a two-dimensional, incompressible fluid, this space can be
identified ${ }^{12}$ with the group Diff $_{v}\left(R^{2}\right)$ of all volume-preserving diffeomorphisms of $\mathbb{R}^{2}$. Quantization of such theories leads to the study of unitary representations of $\operatorname{Diff}_{v}\left(\mathbf{R}^{2}\right)$. This in fact first led us to the conclusions presented here. It turns out that the idealization of pure point quantum vortices is inconsistent in this picture. Quantum vortex systems that do exist (e.g., extended objects) possess degrees of freedom which have the effect of permitting the relative $x$ and $y$ coordinates to be simultaneously observable! Thus we anticipate that in effectively two-dimensional vortex systems, statistics can be observed. The determination of Bose, Fermi, or $\theta$ statistics is then an experimental question. Quantum vortices from this point of view are discussed by the authors in Ref. 13.
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